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## I. INTRODUCTION

In order to control a nuclear reactor properly, it is necessary to know the response of the reactor to reactivity perturbations. Because of this, the study of reactor response has been an integral part of the developing reactor technology, and it is the topic of this thesis.

The response of a reactor is usually given in terms of the reactor transfer function $(30,38)$. The transfer function of any system is defined as the Laplace transform of the output divided by the Laplace transform of the input. For a reactor, the input is a reactivity perturbation and the output is usually taken to be the change in the neutron flux. Because it lends itself well to both analytical and experimental treatment, one of the most common methods of determining the transfer function of a reactor is to introduce into the reactor, while it is in a steady-state condition, a sinusoidally varying reactivity perturbation, usually as a variation in the absorption cross section, and then to determine the resultant flux change. When this is done, it is found (38) that the flux also varies sinusoidally with the same frequency as the input, but with a different amplitude and phase. This frequency response is the magnitude and phase angle of the reactor transfer function.

A reactor concept which is becoming increasingly important in the light of recent developments, such as the
consideration being given to the idea of clustered nuclear rocket engines, is the coupled-core nuclear system. A coupled-core reactor has two or more distinct fuel regions or cores, and they are coupled in the sense that some of the neutrons produced in one core will diffuse to another core and cause fissions there and vice versa. As Avery (3) has pointed out, this concept could be applied to the separate fuel elements in any reactor, but it is usually advantageous to do so only when each core itself has an appreciable multiplication factor and is physically separated from the other cores by a non-multiplying medium. Intuitively, it can be seen that the frequency response of a coupled-core reactor might be different from that of a single-core reactor, and it is the purpose of this thesis to propose a method for determining that response.

In order to determine the frequency response of a reactor analytically it is necessary to develop a reasonably accurate model of the reactor. For many reactors, the spatially independent or point-kinetics equations (30) give an adequate representation of the flux, and when the first transfer function measurements were made in 1952 by Harrer et al. (21) on the CP-2, good agreement was obtained with their point kinetics model at the low frequencies ( $\leq 20$ rad/sec) they investigated. However, as reactors have become larger and more complex, it has been necessary to
include spatial effects when developing a reactor model. Some of the early work done in this area was that of Henry and Curlee (22) who proposed, in 1958, to handle spatial effects by approximating neutron shape functions with a series of time-independent calculations (a forerunner of the time-synthesis technique). Since then, several different techniques have been proposed to approximate the spatially-dependent flux, examples of which are given by Kaplan (26), Kaplan et al. (28), and Lewins (33).

By far the most popular method of approximating the spatially-dependent flux has been the modal analysis approach. In this method, it is assumed that the flux can be approximated by the sum of a series of products of spacedependent expansion modes and time-dependent coefficients. The problem is then to select appropriate space modes and solve for the time coefficients. Many different space modes have been proposed, but they can all be divided into two basic types: the orthogonal modes, which are eigenfunctions of the steady-state problem, and the non-orthogonal modes. The orthogonal modes include the Helmholtz modes (16, 17), the lambda and omega modes (28), and the natural modes (25). The non-orthogonal modes include the Green's function modes (15) and the time-synthesis modes (27, 29). In general, it is arbitrary which type of space mode is used, but one type of space mode may be better suited for a particular problem
than another type; that is, the series of one type may converge faster than that of another type.

As the different reactor models have been developed, they have been used to determine the spatially-dependent frequency response. The first attempt to determine this response was made in 1948 by Weinberg and Schweinler (39) who investigated only very low frequencies. Since that time, in most of the analytic work done in this area, the diffusion equations have been used as the model (32, 34), with approximate solutions to them being obtained. Cohn et al. (12) have proposed a complex formulation and have used it with a time-synthesis approach; Hoshino et al. (24) have formulated a method based on the modal expansion technique; and Foulke and Gyftopoulos (18) have used the natural mode approximation to find the response of a model of the heavy-water NORA reactor. The only published experimental results of frequency response measurements are those of Hansson and Foulke (20) who also investigated the NORA reactor.

The first model for a coupled-core reactor was proposed by Avery (3) in 1958. He wrote a point-kinetics equation for each core which included coupling terms to account for the diffusion of neutrons from core to core. A somewhat similar technique was proposed by Baldwin (4) who wrote a one-group diffusion equation, including coupling terms, for
each core. Much of the work done on coupled-core reactors (6, 36) has utilized the idea of treating each core as a point, but recently, Yasinsky (42) has proposed a method for finding spatial effects by utilizing a time-synthesis approach.

Little work has been published on the frequency response of coupled-core reactors. Pluta (36), utilizing Avery's method (3), investigated the response at low frequencies ( $\leq 10 \mathrm{rad} / \mathrm{sec}$ ); Seale (37), using Baldwin's method (4), investigated a three-core system for frequencies up to $10^{4} \mathrm{rad} / \mathrm{sec} ;$ and Carter and Danofsky (9) made the first study of the spatially-dependent frequency response by approximating the flux with Green's function modes.

The purpose of this thesis is to present a method for determining the spatially dependent frequency response of a coupled-core reactor. The particular reactor chosen for study is the Iowa State University UTR-10 (1), a description of which is given in Appendix A. Frequency response work which has been done for the UTR-10 includes that of Danofsky and Uhrig (14), Betancourt (7), and Merrit (35). To find the spatially-dependent frequency response, Betancourt used the natural mode approximation and Merrit used the Green's function mode approximation developed by Carter (8). The result.s obtained by Betancourt and Merritt will be compared to the results obtained here.

The method presented here consists of casting the two group diffusion equations into the form of linear differential equations which can be solved exactly by the use of the Green's function technique (13, 23). In order to do this, it is assumed that the reactor power is low enough so that no feedback (temperature, etc.) occurs. This method is similar to that used by Banks and Blackshaw (5) and Kobayashi and Nishihara (31) to obtain steady-state flux distributions.

This method is considered to be an improvement over the modal analysis techniques since it does give an essentially exact solution to the diffusion equations.
II. THEORY OF THE GREEN'S FUNCTION SOLUTION

TO A DIFFERENTIAL EQUATION

This section presents a review of the theory of the Green's function solution to a differential equation which is used in the following sections to solve the diffusion equations. This review is based on material in Courant and Hilbert (13) and Hildebrand (23).

The problem to be considered is solving the differential equation

$$
\begin{equation*}
L y(x)+\Phi(x)=0, \tag{1}
\end{equation*}
$$

where $L$ is the linear, self-adjoint, differential operator

$$
\begin{equation*}
L=\frac{d}{d x}\left(p \frac{d}{d x}\right)+q=\frac{d^{2}}{p-\frac{d p}{d x^{2}}+\frac{d}{d x} \frac{d x}{d x}+q, ~ . ~ . ~} \tag{2}
\end{equation*}
$$

together with homogeneous boundary conditions over the region of interest--that is, in the region $a \leq x \leq b$, $y(a)=y(b)=0$. The assumptions are made that in this region $p, \frac{d p}{d x}$, and $q$ are continuous functions of $x$ and that p is not zero.

If a unit perturbation is introduced at some point $\varepsilon$, where $a<\varepsilon<b$, the effect of that perturbation at some other point $x$ can be denoted as $G(x, \varepsilon)$. Thus, the effect at $x$ of the continuously distributed perturbation $\boldsymbol{\sigma}$ can be considered to be the superposition of the effects of an infinite number of point perturbations, and the desired
solution will have the form

$$
\begin{equation*}
y(x)=\int_{a}^{b} G(x, \varepsilon) \Phi(\varepsilon) d \varepsilon \tag{3}
\end{equation*}
$$

The function $G(x, \varepsilon)$ is called the Green's function, and for a given number $\varepsilon$, is given by $G_{1}(x)$ for $x<\varepsilon$ and by $G_{2}(x)$ for $\mathrm{x}>\varepsilon$. The Green's function satisfies the following conditions:

1. $G(x, \varepsilon)$ satisfies the equation $L G=0$; that is, $\mathrm{LG}_{1}=0$ when $\mathrm{x}<\varepsilon$ and $\mathrm{LG}_{2}=0$ when $\mathrm{x}>\varepsilon$.
2. $G(x, \varepsilon)$ satisfies the prescribed homogeneous boundary conditions; that is, $G_{1}(a)=0$ and $G_{2}(b)=0$.
3. $G(x, \varepsilon)$ is continuous at $x=\varepsilon$; that is, $G_{1}(\varepsilon)=$ $G_{2}(\varepsilon)$.
4. The first derivative of $G(x, \varepsilon)$ has a discontinuity of magnitude $-1 / p(\varepsilon)$ at $x=\varepsilon$; that is,

$$
\frac{d G_{2}(\varepsilon)}{d x}-\frac{d G_{1}(\varepsilon)}{d x}=-1 / p(\varepsilon)
$$

The four conditions listed are used to determine G. Let $c_{1} u(x)$ be a nontrivial solution to $L G=0$ which satisfies the boundary condition at $x=a$; that is, $u(a)=0$. Also, let $C_{2} v(x)$ be a nontrivial solution to $L G=0$ which satisfies the boundary condition at $x=b$; that is, $v(b)=0 . c_{1}$ and $c_{2}$ are constants. The first two conditions are then satisfied if $G_{1}=c_{1} u(x)$ and $G_{2}=c_{2} v(x)$, so that

$$
G=\left\{\begin{array}{l}
c_{1} u(x), x<\varepsilon \\
 \tag{4}\\
c_{2} v(x), x>\varepsilon .
\end{array}\right.
$$

$c_{1}$ and $c_{2}$ are determined by using the last two conditions. By Condition 3

$$
\begin{equation*}
c_{1} u(\varepsilon)=c_{2} v(\varepsilon) \text { or } c_{2} v(\varepsilon)-c_{1} u(\varepsilon)=0 . \tag{5}
\end{equation*}
$$

By Condition 4

$$
\begin{equation*}
c_{2} \frac{d v(\varepsilon)}{d x}-c_{1} \frac{d u(\varepsilon)}{d x}=-1 / p(\varepsilon) \tag{6}
\end{equation*}
$$

Equations 5 and 6 possess a unique solution if

$$
\left|\begin{array}{cc}
u(\varepsilon) & v(\varepsilon) \\
\frac{d u(\varepsilon)}{d x} & \frac{d v(\varepsilon)}{d x}
\end{array}\right|=u(\varepsilon) \frac{d v(\varepsilon)}{d x}-v(\varepsilon) \frac{d u(\varepsilon)}{d x} \neq 0 .
$$

This determinant, called the Wronskian, will not be zero unless $u(x)$ and $v(x)$ are linearly dependent. If that is the case, a Green's function in the normal sense will not exist. For this exceptional case a generalized Green's function can be defined, but since it is not relevant to the development here, it will not be discussed further. The value of the Wronskian for the normal case in which $u(x)$ and $v(x)$ are linearly independent can be found by noting that both $u(x)$ and $v(x)$ satisfy $L y=0$. Therefore,

$$
\frac{d}{d x}\left(p \frac{d u}{d x}\right)+q u=0
$$

and

$$
\frac{d}{d x}\left(p \frac{d v}{d x}\right)+q v=0
$$

Multiplying the second equation by $u$ and the first equation by $v$ and subtracting the results yields

$$
u \frac{d}{d x}\left(p \frac{d v}{d x}\right)-v \frac{d}{d x}\left(p \frac{d u}{d x}\right)=\frac{d}{d x}\left[p\left(u \frac{d v}{d x}-v \frac{d u}{d x}\right)\right]=0 .
$$

Thus,

$$
p\left(u \frac{d v}{d x}-v \frac{d u}{d x}\right)=A
$$

where $A$ is a constant. Thus, the value of the Wronskian is

$$
\begin{equation*}
u(\varepsilon) \frac{d v(\varepsilon)}{d x}-v(\varepsilon) \frac{d u(\varepsilon)}{d x}=\frac{A}{p(\varepsilon)} \tag{7}
\end{equation*}
$$

With this relationship, the solutions of Equations 5 and 6 become

$$
c_{1}=-\frac{v(\varepsilon)}{A}, \quad c_{2}=-\frac{u(\varepsilon)}{A}
$$

Thus, Equation 4 becomes

$$
G(x, \varepsilon)=\left\{\begin{array}{l}
-\frac{u(x) v(\varepsilon)}{A}, \quad x<\varepsilon \\
\\
-\frac{u(\varepsilon) v(x)}{A}, \quad x>\varepsilon
\end{array}\right.
$$

[In an actual problem for the solution of a Green's function, $u(x), v(x)$, and $p(x)$ will be known; so that $A$ can be evaluated from Equation 7.]

Using the definition of the Green's function as given
above, it can be shown, using only the elementary rules for the differentiation of an integral with respect to a parameter, that Equation 3 is completely equivalent to Equation 1. Thus, Equation 3 is the solution of Equation 1 and satisfies the boundary conditions.

This method of solving a differential equation by using the Green's function is not limited to second order equations. An analogous procedure can be used in solving a boundaryvalue problem consisting of a differential equation of order n and relevant homogeneous boundary conditions. Considering the equation

$$
\begin{equation*}
\operatorname{Ly}(x)+\Phi(x)=0, \tag{8}
\end{equation*}
$$

where now $L$ is an $n^{\text {th }}$ order differential operator; the corresponding Green's function,

$$
G(x, \varepsilon)=\left\{\begin{array}{l}
G_{1}(x), x<\varepsilon \\
\\
G_{2}(x), x>\varepsilon
\end{array}\right.
$$

satisfies the following conditions:

1. For $\mathrm{x}<\varepsilon, \mathrm{G}_{1}$ satisfies the equation $\mathrm{LG}_{1}=0$. For $x>\varepsilon, G_{2}$ satisfies the equation $\mathrm{LG}_{2}=0$.
2. Over the interval $(a, b), G_{1}$ satisfies the prescribed homogeneous boundary condition at $a$, and $G_{2}$ satisfies the corresponding condition at $b$.
3. $G(x, \varepsilon)$ and its first $n-2$ x-derivatives are continuous at $\mathrm{x}=\varepsilon$.
4. The $(n-1)^{\text {th }} x$-derivative of $G(x, \varepsilon)$ has a discontinuity of magnitude $-1 / s(x)$ at $x=\varepsilon$, where $s(\dot{x})$ is the coefficient of $d^{n} / d x^{n}$ in $L$.

These are the generalized conditions for a Green's function, and it is readily seen that those conditions given previously are merely the application of these to a secondorder equation. Under these conditions the solution to Equation 8 can again be written as

$$
y(x)=\int_{a}^{b} G(x, \varepsilon) \Phi(\varepsilon) d \varepsilon
$$

A special case of particular interest is when the driving function $\Phi(x)$ is a delta function; that is,

$$
\Phi(x)=\delta\left(x-x^{\prime}\right), a<x^{\prime}<b
$$

In this case the solution, Equation 3, becomes

$$
\begin{equation*}
y(x)=\int_{a}^{b} G(x, \varepsilon) \delta\left(\varepsilon-x^{\prime}\right) d \varepsilon=G\left(x, x^{\prime}\right) \tag{9}
\end{equation*}
$$

since

$$
\delta\left(x-x^{\prime}\right)=\left\{^{\infty}, \quad x=x^{\prime} \quad \text { and } \int_{a}^{b} \delta\left(x-x^{\prime}\right) d x=1\right.
$$

Thus, if $\Phi(x)$ is a delta function, the desired solution is identical with the Green's function, and the integration step is bypassed completely.

## III. APPLICATION OF THE GREEN'S FUNCTION THEORY TO A SLAB REACTOR

In utilizing the theory of the Green's function to determine the spatially dependent frequency response of a reactor, a bare, homogeneous, semi-infinite, slab reactor was investigated first. One-group theory, with one group of delayed neutrons, was usea to keep the model simple. Table 1 (2) contains the critical nuclear parameters for this reactor.

Table l. Slab reactor parameters

| $D(\mathrm{~cm})$ | $\Sigma_{a}\left(c m^{-1}\right)$ | $\Sigma_{f}\left(\mathrm{~cm}^{-1}\right)$ | Neutron velocity ( $\mathrm{cm} / \mathrm{sec}$ ) | $\tau\left(\mathrm{cm}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.2712 | 0.09235 | 0.0591 | $2.2 \times 10^{5}$ | 42 |
| - - - | - - - | - - | - - - | - - |
| Thickness of slab (cm) | $\beta$ | $\lambda\left(\sec ^{-1}\right)$ | $v$ | $\mathrm{B}^{2}\left(\mathrm{~cm}^{-2}\right)$ |
| 30 | 0.0064 | 0.08 | 2.5 | 0.010966 |

With these parameters the reactor is exactly critical, which is very important; because it was found that, especially at low frequencies, the frequency response of this reactor (and also the UTR-10 model) is very sensitive to criticality.

A sinusoidal variation in the absorption cross section $\Sigma_{\mathrm{a}}$ was assumed to occur in a plane at the exact center of the reactor. In an actual experimental set-up this could be approximated by using a small neutron-absorber oscillator. The basic diffusion equations are

$$
\begin{align*}
& D \frac{d^{2}}{d x^{2}} \phi-\Sigma_{a} \varnothing+\nu \Sigma_{f}(1-\beta) e^{-B^{2} \tau} \varnothing+\lambda C e^{-B^{2} \tau}=\frac{1}{v} \frac{\partial \emptyset}{\partial t}  \tag{10}\\
& \quad \nu \Sigma_{f} \beta \varnothing-\lambda C=\frac{\partial C}{\partial t}, \tag{ll}
\end{align*}
$$

where the symbols have their usual meanings. The term $e^{-B^{2} \tau}$ accounts for the leakage of fast neutrons. With a small perturbation in $\Sigma_{a}$,

$$
\begin{equation*}
\Sigma_{\mathrm{a}}=\Sigma_{\mathrm{ao}}-\Delta \Sigma_{\mathrm{a}} \tag{12a}
\end{equation*}
$$

then

$$
\begin{equation*}
\varnothing=\varnothing_{0}+\Delta \varnothing \tag{12b}
\end{equation*}
$$

and

$$
\begin{equation*}
c=C_{0}+\Delta C \tag{12c}
\end{equation*}
$$

$\Sigma_{\mathrm{ao}}, \varnothing_{\mathrm{o}}$, and $C_{0}$ are the steady-state values. Substituting Equations 12 into Equations 10 and 11 , noting that the steadystate parts of the equations sum to zero, and assuming the product $\Delta_{\Sigma_{a}} \Delta \varnothing$ is negligibly small, leads to the resultant equations

$$
\begin{align*}
& \mathrm{D} \frac{\mathrm{~d}^{2}}{d \mathrm{x}^{2}} \Delta \varnothing-\Sigma_{\mathrm{ao}} \Delta \varnothing+\Delta \Sigma_{\mathrm{a}} \varnothing_{0}+v \Sigma_{f}(1-\beta) \mathrm{e}^{-\mathrm{B}^{2} \tau} \tau_{\Delta \varnothing}+\lambda \Delta \mathrm{C}=\frac{1}{v} \frac{\partial \Delta \varnothing}{\partial t}  \tag{13}\\
& \quad v \Sigma_{f} \beta \Delta \varnothing-\lambda \Delta c=\frac{\partial \Delta \mathrm{C}}{\partial t} . \tag{14}
\end{align*}
$$

As stated, the perturbation $\Delta \Sigma_{\mathrm{a}}$ was assumed to be sinusoidal and to occur in a plane. This can be expressed mathematically as

$$
\Delta \Sigma_{a}=\lim _{\gamma \rightarrow 0} \frac{1}{2 \gamma}\left\{U_{1}\left(x-\left[x^{\prime}-\gamma\right]\right)-U_{2}\left(x-\left[x^{\prime}+\gamma\right]\right)\right\}\left|\overline{\Delta \Sigma_{a}}\right| e^{j \omega t}
$$

where $U_{1}$ and $U_{2}$ are unit step functions,

$$
\begin{aligned}
x^{\prime}= & \text { location of oscillator in the reactor, } \\
\gamma= & \text { small unit of length, } \\
\left|\overline{\Delta \Sigma_{a}}\right|= & (2 \gamma)\left(\Delta \Sigma_{a}\right) \text { which is the total absorption prob- } \\
& \text { ability of the oscillator }(39), \\
\omega= & \text { frequency of oscillator, }
\end{aligned}
$$

and

$$
j=\sqrt{-1}
$$

As $\gamma$ approaches zero the expression

$$
\frac{1}{2 \gamma}\left\{U_{1}\left(x-\left[x^{\prime}-\gamma\right]\right)-U_{2}\left(x-\left[x^{\prime}+\gamma\right]\right)\right\}
$$

becomes identical with $\delta\left(x-x^{\prime}\right)(41)$; therefore

$$
\begin{equation*}
\Delta \Sigma_{a}=\delta\left(x-x^{\prime}\right)\left|\Delta \Sigma_{a}\right| e^{j \omega t} \tag{15a}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\Delta \varnothing=\hat{\Delta \phi}(\mathbf{x}, \omega) \mathrm{e}^{j \omega t} \tag{15b}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta C=\hat{\Delta C}(x, \omega) e^{j \omega t} \tag{15c}
\end{equation*}
$$

where $\hat{\Delta \emptyset}$ and $\hat{\Delta C}$ are the complex amplitudes of $\Delta \varnothing$ and $\Delta C$ respectively.

After substituting Equations 15 into Equations 13 and 14 and dividing out the common factor $e^{j \omega t}$, the resultant equations are

$$
\begin{align*}
& D \frac{d^{2}}{d x^{2}} \hat{\Delta \phi}-\Sigma_{a o} \hat{\Delta \phi}+\delta\left(x-x^{\prime}\right)\left|\overline{\Delta \Sigma}_{a}\right| \varnothing_{0}+v \Sigma_{f}(1-\beta) e^{-B^{2} \tau} \hat{\Delta \phi} \\
& \quad+\lambda \hat{\Delta C e}-B^{2} \tau=\frac{j \omega}{v} \hat{\Delta \phi} \tag{16}
\end{align*}
$$

$$
\begin{equation*}
v \Sigma_{f} \beta \hat{\Delta \Delta \phi}-\lambda \hat{\Delta C}=j \omega \hat{\Delta C} \tag{17}
\end{equation*}
$$

Solving Equation 17 for $\hat{\Delta C}$ and substituting into Equation 16 yields

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} \hat{\Delta} \hat{\phi}+B_{m}^{2} \hat{\Delta} \hat{\phi}+\frac{\left|\Delta \overline{\Delta \Sigma}_{\mathrm{a}}\right| \varnothing_{O_{0}}}{D} \delta\left(x-x^{\prime}\right)=0 \tag{18}
\end{equation*}
$$

where

$$
B_{m}^{2}=\frac{1}{D}\left[-\Sigma_{a 0}+v \Sigma_{f}(1-\beta) e^{-B^{2} \tau}+\frac{\lambda v \Sigma_{f} \beta e^{-B^{2} \tau}}{\lambda+j \omega}-\frac{j \omega}{v}\right]
$$

Equation 18 has the same form as Equation 1 with the driving function $\Phi$ equal to

$$
\frac{\left|\overline{\Delta \Sigma}_{a}\right| \varnothing_{o}}{D} \delta\left(x-x^{\prime}\right)
$$

Thus, the solution for $\hat{\Delta \varnothing}$ can be obtained by the Green's function method; and since $\Phi$ is a delta function, the solution is

$$
\begin{equation*}
\hat{\Delta \phi}=\frac{\left|\Delta \bar{\Sigma}_{\mathrm{a}}\right| \phi_{\mathrm{O}}}{D}\left(x, x^{\prime}\right) \tag{19}
\end{equation*}
$$

where $G$ is the Green's function.
To obtain the Green's function it is necessary to apply the four conditions listed in Section II. Thus, from the first condition

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{dx}^{2}} \mathrm{G}+\mathrm{B}_{\mathrm{m}}^{2} \mathrm{G}=0 \tag{20}
\end{equation*}
$$

The solution to Equation 20 can be obtained by using the ordinary techniques for solving a differential equation (41). Thus,

$$
\begin{aligned}
& G_{1}=A_{1} e^{j B_{m} x}+A_{2} e^{-j B_{m} x}, x<x^{\prime} \\
& G_{2}=A_{3} e^{j B_{m} x}+A_{4} e^{-j B_{m} x}, x>x^{\prime}
\end{aligned}
$$

The $A_{i}$ are determined by applying the remaining conditions on the Green's function; that is,

$$
\begin{aligned}
& \mathrm{G}_{1}=0 \text { at } \mathrm{x}=0 \\
& \mathrm{G}_{2}=0 \text { at } \mathrm{x}=30 \mathrm{~cm}, \\
& \mathrm{G}_{1}=\mathrm{G}_{2} \text { at } \mathrm{x}=\mathrm{x}^{\prime}=15 \mathrm{~cm}
\end{aligned}
$$

and

$$
\frac{d G_{2}}{d x}-\frac{d G_{1}}{d x}=-1 \text { at } x=x^{\prime}
$$

since $p\left(x^{\prime}\right)=1$. These conditions lead to a system of four simultaneous, algebraic equations in the $A_{i}$ from which the values of the $A_{i}$ can be found. Thus, the solutions for $\hat{\Delta \phi}$ are (from Equation 19)

$$
\begin{align*}
& \hat{\Delta \phi}=\frac{\left|\Delta \bar{\Sigma}_{a}\right| \varnothing_{O}}{D}\left[A_{1} e^{j B_{m} x}+A_{2} e^{-j B_{m} x}\right] \text { for } x<x^{\prime}  \tag{2la}\\
& \hat{\Delta \varnothing}=\frac{\left|\bar{\Delta}_{a}\right| \varnothing_{O}}{D}\left[A_{3} e^{j B_{m} x}+A_{4} e^{-j B_{m} x}\right] \text { for } x>x^{\prime} \tag{2lb}
\end{align*}
$$

Since the solutions for $\hat{\Delta \varnothing}$ (Equations 21) are continuous in $x$, it is possible to find the frequency response at any point in the reactor. Since $\hat{\Delta \varnothing}$ is complex, it can be written as $\hat{\Delta \phi}=a+j b$, where $a$ and $b$ are real numbers. With this definition, the magnitude or gain of the response in decibels is

$$
\begin{equation*}
\text { Mag. }=20 \log _{10} \sqrt{a^{2}+b^{2}} \tag{22a}
\end{equation*}
$$

and the phase angle in degrees is

$$
\begin{equation*}
\text { Phase }=\frac{180}{\pi}\left(\tan ^{-1} \frac{b}{a}\right) \tag{22b}
\end{equation*}
$$

In solving for $\hat{\Delta \varnothing}$ it is necessary to obtain the square root of the complex number $B_{m}^{2}$, where $B_{m}^{2}$ can be written as $c+j d[c$ and $d$ are real numbers]. The method used was that of Churchill (10); that is,

$$
B_{m}=\sqrt{r}\left[\cos \frac{\theta+2 \pi k}{2}+j \sin \frac{\theta+2 \pi k}{2}\right], k=0,1,
$$

where

$$
r=\sqrt{c^{2}+d^{2}} \quad \text { and } \quad \theta=\tan ^{-1} \frac{d}{c}
$$

This method was used because it is more accurate, especially at low frequencies, than the subprogram for obtaining complex square roots available from the computer.

The results obtained for the frequency response of this slab reactor are shown in Figures 1 and 2. Although some space dependence can be seen, many similarities are evident


Figure 1. Magnitude of frequency response in slab reactor


Figure 2. Phase of frequency response in slab reactor
between these results and the space independent case. The transfer function as derived from the point kinetics equations is (38)

$$
\frac{n_{0}(j \omega+\lambda)}{j \omega \Lambda(j \omega+\beta / \Lambda)},
$$

where $\Lambda$ is the neutron lifetime. For this reactor, $\Lambda$ is $4.76 \times 10^{-5} \mathrm{sec}(2)$. A magnitude plot of the space independent transfer function would indicate break frequencies at $\lambda$ and $\beta / \Lambda$. For this reactor, $\lambda=0.08$ and $\beta / \Lambda=134$ which agree very closely with the break frequencies in the results shown. In fact, below a frequency of about 500 rad/sec these results are almost identical with the space independent case which is as expected. Similarly, the phase angle response is almost identical with the space independent response below $500 \mathrm{rad} / \mathrm{sec}$. The space dependence of the results is evident mostly in the difference in the response at the position of the oscillator and at all other positions. The gain at the position of the oscillator decreases much less rapidly with increasing frequency than at the other positions, and the phase angle at the oscillator position asymptotically approaches $-45^{\circ}$ with increasing frequency whereas at the other positions the phase angle continuously decreases. This phase angle response at high frequencies for all positions is the greatest departure from the space
independent case in which the phase angle asymptotically approaches $-90^{\circ}$ at high frequencies. The difference in the response at the oscillator position is probably due to a resonance effect in which the effect of the neutron perturbation is being reflected back to the source of the perturbation. The frequency response is symmetric about the center of the reactor as expected.

# IV. APPLICATION OF THE GREEN'S FUNCTION THEORY TO THE UTR-10 MODEL 

## A. Description of UTR-10 Model

In developing a model of the UTR-10 reactor, some simplifications were made, but it is felt that the results are still representative of the actual UTR-10. Danofsky and Uhrig (14) and Merritt (35) have shown that the flux tilt in the UTR-10 has a negligible effect on the frequency response; therefore this model was developed with no flux tilt, which greatly simplified the calculations. The twogroup diffusion equations with one group of delayed neutrons, Equations B. 1 - B. 3 of Appendix B, were taken as the basis for this model. In using these equations, it is assumed that there is no absorption of fast neutrons and only slow neutrons cause fissions. A one-dimensional analysis was performed, but the transverse buckling was used to account for the neutron leakage through the top, bottom, and two sides of the reactor. The value of the transverse buckling has been found by Merritt (35), who made a horizontal and vertical flux map through a core tank, extrapolated the fluxes to zero, and obtained the buckling in each direction by assuming the flux obeyed equations of the form

$$
\begin{aligned}
& \phi(y)=A_{I} \sin B_{y} y \\
& \varnothing(z)=A_{2} \sin B_{z} z .
\end{aligned}
$$

The total transverse buckling, which is the sum of the $y$ and $z$ components, was then found to be

$$
B_{t}^{2}=B_{y}^{2}+B_{z}^{2}=0.00216 \mathrm{~cm}^{-2}
$$

Figure 3 shows the one-dimensional representation of the UTR-10 which was used for this analysis. The oscillator positions, which correspond to possible access points in the UTR-10, are as follows: 1) 12 cm from the south core tank in the south reflector, 2) in the center of the south core tank, and 3) in the center of the coupling region. The detector locations are positioned in all models used in this study so that $A$ and $E$ are 20 cm from the south and north core tanks respectively and $B, C$, and $D$ are located in the center of the south core tank, coupling region, and north core tank respectively.

Table $2^{1}$ contains the critical, two-group, nuclear parameters for this model of the UTR-10.
B. Derivation of Green's Function Solution

Under the assumptions that the reactor is operating initially in a steady-state condition at a very low power so that there are no feedback effects and that a localized,
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1,2,3 ~ Oscillator Positions
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$x_{2}=120 \mathrm{~cm}$
$\mathrm{x}_{3}=165 \mathrm{~cm}$
$x_{4}=180 \mathrm{~cm}$
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Figure 3. Schematic diagram of UTR-10 reactor

Table 2. UTR-lO reactor parameters

| Reactor parameter | Region |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | south reflector | south core | coupling region | north core | $\begin{aligned} & \text { north } \\ & \text { reflector } \end{aligned}$ |
| $\mathrm{D}_{\mathrm{F}}(\mathrm{cm})$ | 1.016 | 1.23 | 1.016 | 1.23 | 1.016 |
| $\mathrm{D}_{\mathrm{S}}(\mathrm{cm})$ | 0.840 | 0.1894 | 0.840 | 0.1894 | 0.840 |
| $\Sigma_{r}\left(\mathrm{~cm}^{-1}\right)$ | 0.00276 | 0.0267 | 0.00276 | 0.0267 | 0.00276 |
| $\Sigma_{a}\left(\mathrm{~cm}^{-1}\right)$ | 0.00024 | 0.09079447 | 0.00024 | 0.09079447 | 0.00024 |
| $v \Sigma_{\text {fis }}\left(\mathrm{cm}^{-1}\right)$ | 0.0 | 0.122 | 0.0 | 0.122 | 0.0 |
| $\mathrm{V}_{\mathrm{F}}(\mathrm{cm} / \mathrm{sec})$ | $4.4 \times 10^{8}$ |  |  |  |  |
| $v_{S}(\mathrm{~cm} / \mathrm{sec})$ | $2.2 \times 10^{5}$ |  |  |  |  |
| $\beta$ | 0.0064 |  |  |  |  |
| $\lambda\left(\sec ^{-1}\right)$ | 0.08 |  |  |  |  |

sinusoidal perturbation in the absorption cross section is introduced into one core, Equations B. 20 - B. 23 of Appendix $B$ are obtained. This case corresponds to having the oscillator at position 2.

Thus, to solve for the flux changes in the north core

$$
\left[\mid \Delta \bar{\Sigma}_{\mathrm{af}}\left[\phi_{\mathrm{Sof}^{\delta}}\left(\mathrm{x}-\mathrm{x}^{\prime}\right)=0 \quad \text { since } \mathrm{x} \neq \mathrm{x}^{\prime}\right],\right.
$$

the relevant equations are

$$
\begin{align*}
& \frac{d^{2}}{d x^{2}} \hat{\Delta}_{F f}-K_{F f}^{2} \hat{\Delta}_{F f}+H_{I} \hat{\phi}_{S F}=0  \tag{23}\\
& \frac{d^{2}}{d x^{2}} \hat{\Delta}^{2} \hat{\phi}_{S f}-\mathrm{K}_{S f}^{2} \hat{\Delta}_{S I}+H_{2} \hat{\Delta}_{F f}=0 \tag{24}
\end{align*}
$$

where

$$
\begin{aligned}
K_{F E}^{2} & =\frac{1}{D_{F f}}\left(\Sigma_{\text {rfe }}+\frac{j_{\omega}}{V_{F}}\right) \\
K_{S f}^{2} & =\frac{1}{D_{S f}}\left(\Sigma_{a f e}+\frac{j_{\omega}}{V_{S}}\right) \\
H_{I} & =\frac{1}{D_{F f}}\left[v \Sigma_{f i s}(1-\beta)+\frac{\lambda \beta v \Sigma_{f i s}}{\lambda+j \omega}\right]
\end{aligned}
$$

and

$$
H_{2}=\frac{\Sigma_{r f}}{D_{S £}}
$$

(See Appendix B for further definitions.) Equations 23 and 24 form a simultaneous set of differential equations which can be solved by ordinary techniques (4I) as shown below. Thus, solutions of the form

$$
\begin{align*}
& {\hat{\Delta} \varnothing_{F I}}=A e^{\alpha x}  \tag{25a}\\
& \hat{\Delta}_{S f}=A^{\prime} e^{\alpha x} \tag{250}
\end{align*}
$$

are assumed. Substituting Equations 25 into Equations 23 and 24 and dividing out the common factor $e^{\alpha x}$ leads to the
following set of algebraic equations:

$$
\begin{align*}
& \left(\alpha^{2}-K_{F f}^{2}\right) A+H_{1} A^{\prime}=0  \tag{26}\\
& H_{2} A+\left(\alpha^{2}-K_{S f}^{2}\right) A^{\prime}=0 \tag{27}
\end{align*}
$$

Non-trivial solutions for $A$ and $A^{\prime}$ will exist only if the determinant of the coefficients of Equations 26 and 27 is zero; that is,
$\left|\begin{array}{cc}\alpha^{2}-K_{F f}^{2} & H_{1} \\ H_{2} & \alpha^{2}-K_{S f}^{2}\end{array}\right|=\alpha^{4}-\left(K_{F f}^{2}+K_{S f}^{2}\right) \alpha^{2}+K_{F f}^{2} K_{S f}^{2}-H_{1} H_{2}=0$.
Therefore,
$\alpha^{2}=1 / 2\left[\left(K_{F f}^{2}+K_{S f}^{2}\right) \pm \sqrt{\left(K_{F f}^{2}+K_{S f}^{2}\right)^{2}-4\left(K_{F f}^{2} K_{S f}^{2}-H_{1} H_{2}\right)}\right]$.
and the four values of $\alpha$ are:
$\alpha_{I}=\left[1 / 2\left(K_{F f}^{2}+K_{S f}^{2}\right)+1 / 2 \sqrt{\left(K_{F f}^{2}+K_{S f}^{2}\right)^{2}-4\left(K_{F f}^{2} K_{S f}^{2}-H_{1} H_{2}\right)}\right]^{1 / 2}$
$\alpha_{2}=-\alpha_{1}$
$\alpha_{3}=\left[1 / 2\left(K_{F f}^{2}+K_{S f}^{2}\right)-1 / 2 \sqrt{\left(K_{F f}^{2}+K_{S f}^{2}\right)^{2}-4\left(K_{F f}^{2} K_{S f}^{2}-H_{1} H_{2}\right)}\right]^{1 / 2}$
$\alpha_{4}=-\alpha_{3}$

Thus, the solutions, Equations 25, become

$$
\begin{align*}
& {\hat{\Delta \varnothing_{F f}}}=A_{1} e^{\alpha_{1} x}+A_{2} e^{\alpha_{2} x}+A_{3} e^{\alpha_{3} x}+A_{4} e^{\alpha_{4} x}  \tag{32a}\\
& \hat{\Delta}_{S I}=A_{1}^{\prime} e^{\alpha_{1} x}+A_{2}^{\prime} e^{\alpha_{2} x}+A_{3}^{\prime} e^{\alpha_{3} x}+A_{4}^{\prime} e^{\alpha_{4} x} \tag{32b}
\end{align*}
$$

It may be shown that only four of the eight constants in Equations 32 are independent.

Equations 32 are the complete and most general solutions of Equations 23 and 24, but permissible solutions are also ${\hat{\Delta} \varnothing_{F f}}=A_{1} e^{\alpha_{1} x}$ and $\hat{\Delta}_{\text {Sf }}=A_{1}^{\prime} e^{\alpha_{1} x}$. Substituting these into Equation 23 (or Equation 24 ) and dividing out $e^{\alpha_{1} x}$ yields

$$
\left(\alpha_{1}^{2}-K_{F f}^{2}\right) A_{1}+H_{1} A_{1}^{\prime}=0
$$

Defining a coupling coefficient

$$
\mathrm{s}_{1}=\frac{\mathrm{A}_{1}^{\prime}}{\mathrm{A}_{1}}
$$

then

$$
S_{1}=\frac{\mathrm{K}_{\mathrm{Ff}}^{2}-\alpha_{1}^{2}}{\mathrm{H}_{1}},
$$

and similarly

$$
\begin{equation*}
S_{i}=\frac{\mathrm{K}_{\mathrm{Ff}}^{2}-\alpha_{i}^{2}}{\mathrm{H}_{1}}, \quad i=1,2,3,4 \tag{33}
\end{equation*}
$$

The coupling coefficients are not arbitrary since they depend on the reactor parameters. Therefore, the solutions, Equations 32, become

$$
\begin{align*}
& \hat{\Delta}_{\mathrm{Df}}={A_{1}} e^{\alpha_{1} x}+A_{2} e^{\alpha_{2} x}+A_{3} e^{\alpha_{3} x}+A_{4} e^{\alpha_{4} x}  \tag{34a}\\
& \hat{\Delta}_{S f}=S_{1} A_{1} e^{\alpha_{1} x}+S_{2} A_{2} e^{\alpha_{2} x}+S_{3} A_{3} e^{\alpha_{3} x}+S_{4} A_{4} e^{\alpha_{4} x} \tag{34b}
\end{align*}
$$

It can be noted in passing that inspection of Equation 33
reveals that $S_{1}=S_{2}$ and $S_{3}=S_{4}$.
To solve for the flux changes in the graphite moderator regions, the relevant equations are (from Appendix B)

$$
\begin{align*}
& \frac{d^{2}}{d x^{2}} \hat{\phi}_{\mathrm{Fm}}-\mathrm{K}_{\mathrm{Fm}}^{2} \hat{\phi}_{\mathrm{Fm}}=0  \tag{35}\\
& \frac{d^{2}}{d x^{2}} \hat{\Delta}_{\mathrm{Sm}}-\mathrm{K}_{\mathrm{Sm}}^{2} \hat{\Delta}_{\mathrm{Sm}}+\mathrm{H}_{3} \hat{\varnothing}_{\mathrm{Fm}}=0, \tag{36}
\end{align*}
$$

where

$$
\begin{aligned}
& K_{F m}^{2}=\frac{1}{D_{F m}}\left(\Sigma_{\text {rme }}+\frac{j_{\omega}}{v_{F}}\right) \\
& K_{S m}^{2}=\frac{1}{D_{S m}}\left(\Sigma_{\text {ame }}+\frac{j \omega}{v_{S}}\right)
\end{aligned}
$$

and

$$
\mathrm{H}_{3}=\frac{\Sigma_{\mathrm{rm}}}{D_{\mathrm{Sm}}}
$$

Equation 35 can be solved directly using the method of Glasstone and Edlund (19). Thus,

$$
\begin{equation*}
\hat{\Delta \emptyset}_{F m}=E_{1} e^{K_{F m} x}+E_{2} e^{-K_{F m} x} \tag{37}
\end{equation*}
$$

The solution for the homogeneous part (first two terms) of Equation 36 has the same form as Equation 37, and thus, the general solution to Equation 36 is

$$
\begin{equation*}
\hat{\Delta \emptyset}_{S m}=E_{3} e^{K_{S m} x}+E_{4} e^{-K_{S m} x}+S_{5} \hat{\Delta \phi_{F m}} \tag{38}
\end{equation*}
$$

where $S_{5}$ is a coupling coefficient. $S_{5}$ can be evaluated using a procedure similar to that used to evaluate $S_{1}-S_{4}$ as is shown below.

Equation 38 is the complete and most general solution to Equation 36 , but a permissible solution is $\hat{\Delta \varnothing}_{\mathrm{Sm}}=\mathrm{S}_{5} \hat{\Delta}_{\mathrm{Fm}}$. Substituting this into Equation 36 yields

$$
\begin{equation*}
S_{5} \frac{d^{2}}{d x^{2}} \hat{\Delta} \hat{\varnothing}_{F m}-\mathrm{K}_{\mathrm{Sm}}^{2} \mathrm{~S}_{5} \hat{\Delta}_{\mathrm{Fm}}+\mathrm{H}_{3} \hat{\Delta}_{\mathrm{Fm}}=0 \tag{39}
\end{equation*}
$$

By Equation 35,

$$
\frac{d^{2}}{d x^{2}} \Delta \hat{\phi}_{\mathrm{Fm}}=\mathrm{K}_{\mathrm{Fm}}^{2} \hat{\phi}_{\mathrm{Fm}}
$$

therefore Equation 39 becomes

$$
S_{5} K_{\mathrm{Fm}}^{2} \hat{\varnothing}_{\mathrm{Fm}}-\mathrm{S}_{5} \mathrm{~K}_{\mathrm{Sm}}^{2} \Delta \hat{\varnothing}_{\mathrm{Fm}}+\mathrm{H}_{3} \hat{\Delta}_{\mathrm{Fm}}=0
$$

Thus,

$$
\begin{equation*}
S_{5}=\frac{\mathrm{H}_{3}}{\mathrm{~K}_{\mathrm{Sm}}^{2}-\mathrm{K}_{\mathrm{Fm}}^{2}} \tag{40}
\end{equation*}
$$

$S_{5}$ depends on the reactor parameters, so it is not arbitrary. The solutions in all three moderator regions have the same form as Equations 37 and 38, but they are not identical. To account for their differences, the solutions for these three regions can be written as follows:

Solutions for south reflector:

$$
\begin{align*}
& {\hat{\Delta \phi_{F m}}}=E_{1} e^{K_{F m} x}+E_{2} e^{-K_{F m} x}  \tag{4la}\\
& \hat{\Delta \varnothing}_{S m}=S_{5} E_{1} e^{K_{F m} x}+S_{5} E_{2} e^{-K_{F m} x}+E_{3} e^{K_{S m} x}+E_{4} e^{-K_{S m} x} \tag{41b}
\end{align*}
$$

Solutions for coupling region:

$$
\begin{align*}
& \hat{\Delta} \hat{\phi}_{F m}=c_{1} e^{K_{F m} x}+c_{2} e^{-K_{F m} x}  \tag{42a}\\
& \hat{\Delta}_{S m}=S_{5} C_{1} e^{\hat{K} m^{x}}+S_{5} C_{2} e^{-K_{F m} X}+c_{3} e^{K_{S m} X}+C_{4} e^{-K_{S m} X} . \tag{42b}
\end{align*}
$$

Solutions for north reflector:

$$
\begin{align*}
& \hat{\Delta \phi}_{\mathrm{Fm}}=\mathrm{F}_{1} e^{\mathrm{K}_{\mathrm{Fm}} \mathrm{x}}+\mathrm{F}_{2} e^{-\mathrm{K}_{\mathrm{Fm}} \mathrm{x}}  \tag{43a}\\
& {\hat{\Delta} \phi_{S m}}=\mathrm{S}_{5} \mathrm{~F}_{1} e^{\mathrm{K}_{\mathrm{Fm}} \mathrm{x}}+\mathrm{S}_{5} \mathrm{~F}_{2} e^{-\mathrm{K}_{\mathrm{Fm}} \mathrm{x}}+\mathrm{F}_{3} e^{\mathrm{K}_{S m} \mathrm{x}}+\mathrm{F}_{4} e^{-\mathrm{K}_{\mathrm{Sm}} \mathrm{x}} \tag{43b}
\end{align*}
$$

To solve for the flux changes in the south core, the relevant equations are (from Appendix B)

$$
\begin{align*}
& \frac{d^{2}}{d x^{2}} \hat{\phi}_{F f}-K_{F f} \hat{\Delta}_{F f}+H_{I} \hat{\Delta}_{S f}=0  \tag{44}\\
& \frac{d^{2}}{d x^{2}} \hat{\phi}_{S f}-K_{S f} \hat{\varnothing}_{S f}+H_{2}{\hat{\Delta \phi_{F f}}}+\frac{\left|\overline{\Delta \Sigma}_{a f}\right| \varnothing_{S O f}}{D_{S f}} \delta\left(x-x^{\prime}\right)=0 \tag{45}
\end{align*}
$$

$K_{F f}, K_{S f}, H_{1}$, and $H_{2}$ have the same meanings here as they do in Equations 23 and 24. The values of $\left|\overline{\Delta \Sigma}_{a f}\right|$ and $\varnothing_{\text {Sof }}$ are arbitrary (providing $\left|\Delta \bar{\Sigma}_{\text {af }}\right|$ is small); therefore they can be adjusted so that

$$
\frac{\left|\overline{\Delta \Sigma}_{\mathrm{af}}\right| \phi_{\text {Sof }}}{\mathrm{D}_{\mathrm{Sf}}}=1
$$

Thus, Equations 44 and 45 can be rewritten as

$$
\left[\begin{array}{cc}
\frac{d^{2}}{d x^{2}}-K_{\mathrm{Ff}}^{2} & H_{1}  \tag{46}\\
H_{2} & \frac{d^{2}}{d x^{2}}-K_{S f}^{2}
\end{array}\right]\left[\begin{array}{c}
\hat{\Delta}_{\mathrm{Ff}} \\
{\hat{\Delta \phi_{S f}}}
\end{array}\right]+\left[\begin{array}{c}
0 \\
\delta\left(x-x^{\prime}\right)
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

Equation 46 has the same form as Equation 1 with

$$
L=\left[\begin{array}{cc}
\frac{d^{2}}{d x^{2}}-K_{F f}^{2} & H_{I} \\
H_{2} & \frac{d^{2}}{d x^{2}}-K_{S f}^{2}
\end{array}\right],
$$

$$
y=\left[\begin{array}{c}
\hat{\Delta}_{F f} \\
\hat{\Delta}_{\text {Sf }}
\end{array}\right]
$$

and

$$
\Phi=\left[\begin{array}{c}
0 \\
\delta\left(x-x^{\prime}\right)
\end{array}\right]
$$

Thus, it should be possible to obtain a Green's function solution to Equation 46, and since $\Phi$ is a delta function, the solution should have the same form as Equation 9; that is, ${\hat{\Delta} \varnothing_{F f}}=G_{F}$ and $\hat{\Delta \phi_{S f}}=G_{S}$.

Proceeding in a manner analogous to the solution of the slab reactor, the first condition on the Green's function requires

$$
\left[\begin{array}{cc}
\frac{d^{2}}{d x^{2}}-K_{F f}^{2} & H_{l}  \tag{47}\\
H_{2} & \frac{d^{2}}{d x^{2}}-K_{S f}^{2}
\end{array}\right]\left[\begin{array}{c}
G_{F} \\
G_{S}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

Equation 47 is identical to the set, Equations 23 and 24; therefore the solutions will have the same form as Equations 34. Thus, for $\mathbf{x}<\mathbf{x}^{\prime}$

$$
\begin{equation*}
G_{F I}={\hat{\Delta \phi_{F f}}}=U_{1} e^{\alpha_{1} x}+U_{2} e^{\alpha_{2} x}+U_{3} e^{\alpha_{3} x}+U_{4} e^{\alpha_{4} x} \tag{48a}
\end{equation*}
$$

$G_{S I}={\hat{\Delta \phi_{S I}}}=S_{1} U_{1} e^{\alpha_{1} x}+S_{2} U_{2} e^{\alpha_{2} x}+S_{3} U_{3} e^{\alpha_{3} x}+S_{4} U_{4} e^{\alpha_{4} x}$,
(48b)
and for $\mathrm{x}>\mathrm{x}^{\prime}$
$G_{F 2}=\hat{\Delta \emptyset}_{F f}=V_{1} e^{\alpha_{1} x}+V_{2} e^{\alpha_{2} x}+V_{3} e^{\alpha_{3} x}+V_{4} e^{\alpha_{4} 4^{x}}$
$G_{S 2}=\hat{\Delta \emptyset}_{S f}=S_{1} V_{1} e^{\alpha_{1} x}+S_{2} V_{2} e^{\alpha_{2} x}+S_{3} V_{3} e^{\alpha_{3} x}+S_{4} V_{4} e^{\alpha_{4} x}$.
(49b)
The continuity conditions on the fluxes and currents at the various region interfaces have the effect of continuing the left and right hand parts of the Green's function out to the reactor boundaries, which allows the second condition on the Green's function to be fulfilled. For example, going from the south core to the south reflector and then to the south boundary yields the following relationships:

$$
\text { At } x=x_{1} \text { (see Figure } 3 \text { ) }
$$

$$
\hat{\Delta \emptyset}_{F m}(I)=\hat{\Delta \emptyset}_{F f}(I I)
$$

or

$$
E_{1} e^{K_{F m} x_{1}}+E_{2} e^{-K_{F m} x_{1}}=U_{1} e^{\alpha_{1} x_{1}}+U_{2} e^{\alpha_{2} x_{1}}+U_{3} e^{\alpha_{3} x_{1}}+U_{4} e^{\alpha_{4} x_{1}}
$$

and

$$
D_{F m} \frac{\hat{d A}^{\hat{\Delta} \phi_{F m}}(I)}{d x}=D_{F f} \frac{\hat{d \Delta \phi_{F f}}(I I)}{d x}
$$

or

$$
\begin{aligned}
& D_{F m} E_{1} K_{F m} e^{K_{F m} x_{1}}-D_{F m} E_{2} K_{F m} e^{-K_{F m} x_{1}}=D_{F f} U_{1} \alpha_{1} e^{\alpha_{1} x_{1}} \\
&+D_{F f} U_{2} \alpha_{2} e^{\alpha_{2} x_{1}}+D_{F f} U_{3} \alpha_{3} e^{\alpha_{3} x_{1}}+D_{F f} U_{4} \alpha_{4} e^{\alpha_{4} x_{1}}
\end{aligned}
$$

Similar expressions hold for $\hat{\Delta}_{\mathrm{Sm}}(I)$ and $\hat{\Delta \varphi}_{\mathrm{Sf}}(I I)$.

$$
\text { At } x=0
$$

$$
\hat{\Delta \varphi}_{\mathrm{Fm}}(I)=0
$$

or

$$
E_{1} e^{K_{F m}(0)}+E_{2} e^{-K_{F m}(0)}=E_{1}+E_{2}=0
$$

A similar expression holds for $\hat{\triangle}_{\text {Sm }}$ (I). Analogous expression hold at the region interfaces in going in succession from the south core to the coupling region to the north core to the north reflector to the north boundary. Thus, the second condition on the Green's function is fulfilled; since in the south reflector, the Green's function is represented by $\hat{\Delta}_{\mathrm{Fm}}$ (I) and $\hat{\Delta \Lambda}_{\mathrm{Sm}}^{-}$(I) which go to zero at $\mathrm{x}=0$ and in the north reflector, the Green's function is represented by $\hat{\Delta}_{\mathrm{Fm}}$ (V) and ${\hat{\Delta} \phi_{\mathrm{Sm}}}$ (V) which go to zero at $\mathrm{x}=\mathrm{x}_{5}=285 \mathrm{~cm}$. The third condition on the Green's function requires that at $\mathbf{x}=\mathbf{x}^{\prime}$ (oscillator position 2 )

$$
G_{F 1}\left(x^{\prime}\right)=G_{F 2}\left(x^{\prime}\right)
$$

and

$$
G_{S 1}\left(x^{\prime}\right)=G_{S 2}\left(x^{\prime}\right)
$$

The fourth condition on the Green's function requires that at $\mathrm{x}=\mathrm{x}^{\prime}$

$$
\frac{d G_{F 2}\left(x^{\prime}\right)}{d x}-\frac{d G_{F 1}\left(x^{\prime}\right)}{d x}=0
$$

and

$$
\frac{d G_{S 2}\left(x^{\prime}\right)}{d x}-\frac{d G_{S 1}\left(x^{\prime}\right)}{d x}=-1 .
$$

These relationships are based on the intuition that the fast flux should not have a discontinuity in its first derivative from a perturbation in the slow absorption cross section, and this is proven to be correct in Appendix $C$ which shows that this formulation is equivalent to the Green's function solution of the fourth-order differential equation resulting from the combination of the two-group diffusion equations.

Thus, in the set of solutions for the flux changes in the five regions of the reactor (Equations 34, 41, 42, 43, 48, and 49), there are 24 independent and undetermined constants, but there are also 24 conditions (Green's function and continuity conditions) available to solve for them. Therefore, each of these constants may be determined uniquely, so that the solutions can be obtained for any point in the reactor.

Analogous to the case of the slab reactor, the solutions $\hat{\Delta}_{\mathrm{F}}$ and $\hat{\Delta}_{\mathrm{S}}$ are complex; therefore they can be written as

$$
\begin{aligned}
{\hat{\Delta \theta_{F}^{\prime}}}=a_{1}+j b_{1} \\
{\hat{\Delta \phi_{S}}}=a_{2}+j b_{2} .
\end{aligned}
$$

Thus, the magnitude of the response in decibels is

$$
\begin{align*}
& \text { Fast Mag. }=20 \log _{10} \sqrt{\sqrt{a_{1}^{2}+b_{1}^{2}}}  \tag{50}\\
& \text { Slow Mag. }=20 \log _{10} \sqrt{\sqrt{a_{2}^{2}+b_{2}^{2}}} \tag{51}
\end{align*}
$$

and the phase angle in degrees is

$$
\begin{align*}
& \text { Fast Phase }=\frac{180}{\pi}\left(\tan ^{-1} \frac{\mathrm{~b}_{1}}{\mathrm{a}_{1}}\right)  \tag{52}\\
& \text { Slow Phase }=\frac{180}{\pi}\left(\tan ^{-1} \frac{\mathrm{~b}_{2}}{\mathrm{a}_{2}}\right)
\end{align*}
$$

## C. Frequency Response Results

The frequency response of the slow group was obtained at detector positions A, D, and E with the oscillator at position 2. The relative magnitude of the response is shown in Figure 4 and the phase in Figure 5. Also plotted in these figures are the results obtained by Merritt (35) for this same
case, using the Green's function mode approximation. Merritt has normalized his results (both magnitude and phase responses) to single curves at low frequencies. For the results obtained here it was decided to show the spread of the response curves at low frequencies; therefore the only normalization performed here was to set the magnitude response at $10^{-2} \mathrm{rad} / \mathrm{sec}$ for detector position $A$ to 0 db .

As in the case of the slab reactor, these results at low frequencies are similar to the space-independent model, as expected. The phase angle approaches $-90^{\circ}$ at low frequencies and the magnitude response shows a break at $\lambda(0.08 \mathrm{rad} / \mathrm{sec})$ in accordance with the space-independent model.

Danofsky and Uhrig (14) have shown that the break frequencies of the magnitude response of the UTR-10 reactor still occur at $\lambda$ and $\beta / \Lambda$. Since $\beta / \Lambda$ for the UTR-10 is in the $30-60 \mathrm{rad} / \mathrm{sec}$ range, the results here are in excellent agreement with that analysis.

In comparing these results with those obtained by Merritt (35), there are several noticeable differences. At low frequencies, the phase angle obtained from the Green's function mode approximation decreases to less than $-110^{\circ}$ instead of approaching $-90^{\circ}$; and at high frequencies, with the possible exception of position $D$, the phase angles are decreasing steadily. The results obtained here indicate


Figure 4. Magnitude of frequency response, oscillator at position 2


Figure 5. Phase of frequency response, oscillator at position. 2
that the phase angles are approaching asymptotic values at high frequencies, which is the expected behavior (35). The results obtained by Betancourt (7) for this case, using the natural mode approximation, do not show as great a phase angle decrease at high frequencies as the Green's function mode approximation, but neither do they show the phase angles approaching asymptotic values.

The magnitude response determined by the Green's function mode approximation shows a sink effect at about 2000 rad/sec at positions $D$ and $E$, with the sink at position $E$ being more pronounced. The results obtained here at those two positions show inflection points in the response curves at that same frequency, with the inflection at position $D$ being more pronounced. The results obtained by the natural mode approximation do not show a sink or inflection point in the magnitude response curve for position $D$, but they do show a sink effect at slightly less than $1000 \mathrm{rad} / \mathrm{sec}$ in the response at position E. The possibility that the sink phenomenon actually exists is not without precedent, as is pointed out by both Betancourt (7) and Merritt (35), but Betancourt also acknowledges that the modal approximations may have convergence problems at these frequencies.

However, although the three methods are not in good agreement, they all do predict some sort of unexpected behavior; and thus, it is likely that some unexpected
phenomenon is occurring at these frequencies. Merritt (35) has suggested, as a possible explanation, that the fast group perturbation from the south core is thermalized in the north core; and at a frequency of about $2000 \mathrm{rad} / \mathrm{sec}$ (calculated from the perturbation transit time from the south core to the north core), is $180^{\circ}$ out of phase with the slow group perturbation propagated to the north core. This would have a partial cancellation effect (complete cancellation could occur only if the amplitudes were exactly the same) on the magnitude response and could account for a sink; since as the frequency increased, the thermalized fast group perturbation would become less out of phase with the slow group perturbation, which would have an additive effect on the magnitude response. However, as Merritt (35) has pointed out, the actual formation of a sink would require that the amplitudes of the thermalized fast group perturbation and the slow group perturbation be very nearly the same. If there is a significant difference in these amplitudes, the effect would only be a slight flattening of the magnitude response curve, which is the result predicted in this study.

Although a detailed analysis of the frequency response in this frequency range would be desirable, it is beyond the scope of this work.
V. PARAMETRIC ANALYSIS OF A COUPLED CORE REACTOR

Using the UTR-10 model (as described in Section IV) as a basis, the effects of various parameters on the frequency response of a coupled-core reactor were investigated with the Green's function solution technique developed in Section IV. The parameters chosen for study were l) oscillator and detector position, 2) the effect of neglecting delayed neutrons and considering $l / v_{f}$ to be negligibly small, 3) neutron energy group, 4) neutron group speeds, 5) the delayed neutron fraction $\beta$, and 6) coupling region width. These parameters were chosen because it was felt that their effects might be important. Merritt (35) has investigated the effects of some of these parameters using the Green's function mode approximation, and where possible, comparisons will be made between his results and those obtained here.

## A. Effect of Oscillator and Detector Position

In the UTR-10 reactor there are three potential oscillator positions of particular interest, as shown in Figure 3. As noted before, these positions are l) 12 cm from the south core tank in the south reflector, 2) in the center of a core tank (the south core tank was used), and 3) in the center of the coupling region.

The spatial dependence of the frequency response was investigated by determining the response at the five detector
locations A-E shown in Figure 3. As noted before, A is 20 cm from the south core tank in the south reflector, E is 20 cm from the north core tank in the north reflector, and $B$, C, and D are in the center of the south core tank, coupling region, and north core tank respectively.

Figures 6-ll show the magnitude and phase of the frequency response at detector positions A-E with the oscillator at positions l-3. Inspection of these figures reveals that in all cases the response at frequencies below $\sim 10 \mathrm{rad} / \mathrm{sec}$ is nearly identical with that of the space-independent model. Also noticeable for all cases is the resonance effect in the magnitude and phase when the oscillator and detector are located at or near the same point. This effect has also been found in conventional reactors (20). Inspection of the magnitude response curves also shows that at positions far from the oscillator the value of the $\beta / \Lambda$ frequency break is more consistent (~50 rad/sec) and greater than at positions close to the oscillator. This behavior has also been noted in the analysis of conventional reactors (34).

With the oscillator at position 1 , the magnitude response curves at detector positions $D$ and $E$ show the same type of inflection points at the same frequency (~ 2000 $\mathrm{rad} / \mathrm{sec}$ ) as do these two curves when the oscillator is at position 2. The phase angle curves for these two cases also show inflection points or actual phase reversals at this


Figure 6. Magnitude of frequency response, oscillator at position 1


Figure 7. Phase of frequency response, oscillator at position 1


Figure 8. Magnitude of frequency response, oscillator at position 2


Figure 9. Phase of frequency response, oscillator at position 2


Figure 10. Magnitude of frequency response, oscillator at position 3


Figure 11. Phase of frequency response, oscillator at position 3
same frequency. It is reasonable that this behavior should also occur with the oscillator at position 2; since at both locations, the response at $D$ and $E$ is the result of the perturbation propagating through the south core, coupling region, and north core. That this behavior occurs only at $D$ and $E$ indicates that the cause is some kind of interaction phenomenon between the two cores. The results obtained by Merritt (35) at these two oscillator positions are in good agreement with the results obtained here at detector positions $A, B$, and $C$. However, at positions $D$ and $E$ with the oscillator at position 1 , Merritt's results for the magnitude and phase show no unusual behavior. Merritt's results at $D$ and $E$ with the oscillator at position 2 are shown in Figures 4 and 5, and the outstanding feature of those curves is the sink in the magnitude response at $2000 \mathrm{rad} / \mathrm{sec}$. With the oscillator at position 3, the responses are similar to those of two identical, reflected slab reactors; since both cores are being perturbed equally instead of, as in the previous cases, one core being driven by the other. The results obtained by Merritt (35) for this case show the same type of behavior as the results obtained here.

> B. Effect of Neglecting Delayed Neutrons and Considering $1 / v_{F}$ to be Negligibly Small

The approximations of neglecting delayed neutrons and considering $I / V_{F}$ to be zero were chosen for study, because at the frequency ( ~ $2000 \mathrm{rad} / \mathrm{sec}$ ) at which the inflection points occur in the response curves for detector positions D and E, the effect of these parameters should be negligible. The effect of these assumptions on the UTR-10 model is to change Equation 23 so that

$$
K_{F f}^{2}=\frac{\Sigma_{r f e}}{D_{F f}} \quad \text { and } \quad H_{l}=\frac{v \Sigma_{f i s}}{D_{F f}}
$$

With these changes, the frequency response above $10 \mathrm{rad} / \mathrm{sec}$ was the same as before.

Thus, these parameters can definitely be eliminated as possible causes of the unusual behavior in the response noted above. Also, this shows that the UTR-10 model is giving results which are consistent with the expected behavior.
C. Dependence on Neutron Energy Groups

With the model being used in this study, the dependence of the frequency response on the neutron energy group can be checked for only the fast and slow groups. Figures 12 and 13 show the magnitude and phase of the fast group frequency response at the five detector positions A-E with the


Figure 12. Magnitude of frequency response for fast group, oscillator at position 2


Figure 13. Phase of frequency response for fast group, oscillator at position 2
oscillator at position 2. Figures 8 and 9 show the corresponding slow group responses.

In comparing the fast and slow group responses at each detector position, it can be seen that at low frequencies the responses are generally the same, and at high frequencies the fast group tends to show a greater magnitude response and less phase shift than the slow group. A similar effect was found by Merritt (35), and as he pointed out, it is caused by the fast group's larger velocity and correspondingly greater attenuation length.

The fast group magnitude response curves for detector positions $D$ and $E$ show the same kind of inflection at ~ $2000 \mathrm{rad} / \mathrm{sec}$ as do the slow group curves. The fast group phase curves for these positions also show phase reversals at this frequency. This behavior is not surprising since the fast group response at these positions is caused by the oscillations of the slow group in the north core. This is so because the fast group oscillations from the south core are completely thermalized by the time they reach these positions.
D. Dependence on Neutron Group Speeds

The dependence of the frequency response on the neutron group speeds was determined to make possible another comparison between results obtained here and those obtained by

Merritt (35) using the Green's function mode approximation. The comparison value of $\mathrm{v}_{\mathrm{F}}$ used here and by Merritt (35) was $3.0 \times 10^{6} \mathrm{~cm} / \mathrm{sec}$. With this value of $v_{F}$ there was practically no difference in the frequency response at low frequencies. At high frequencies, especially at detector positions far from the oscillator, the use of this value of $v_{F}$ resulted in larger phase shifts. Merritt (35) obtained these same results with this value of $\mathrm{v}_{\mathrm{F}}$ •

The comparison value of $v_{S}$ used here and by Merritt (35) was $3.0 \times 10^{5} \mathrm{~cm} / \mathrm{sec}$. The results obtained here and by Merritt (35) were that, with this higher value of $v_{S}$, there was less attenuation of the magnitude response and less phase shift. This same effect (on a larger scale) was found when studying the fast group response, and as noted there, it is caused by the greater attenuation length of the neutron wave perturbation. Also, with this higher value of $V_{S}$, the inflection point, found previously at $\sim 2000$ rad/sec, in the magnitude response curves at detector positions D and E with the oscillator at positions 1 or 2 occurred at a higher frequency ( $\sim 3500 \mathrm{rad} / \mathrm{sec}$ ). This shows that the cause of this phenomenon is in the slow group; since the fast group response curves showed this behavior at the same frequency as the slow group response curves.

## E. Dependence on Delayed Neutron Fraction

Inspection of the transfer function

$$
\frac{\varnothing_{0}}{\Lambda}\left[\frac{j \omega+\lambda}{j \omega(j \omega+\beta / \Lambda)}\right]
$$

which was found by Danofsky and Uhrig (14) to be applicable to the UTR-10 reactor with no flux tilt, reveals that if $\beta$ is increased the $\beta / \Lambda$ frequency break of the magnitude response curve will occur at a higher frequency and the magnitude will be slightly less at frequencies less than $\beta / \Lambda$.

In order to determine whether or not the UTR-10 model developed here would show this effect, the value of $\beta$ was increased to 0.0075 . The results obtained predicted this effect exactly, which again shows that this model is giving results which are consistent with expected behavior.

## F. Effect of Coupling Region Width

As the coupling region width was changed, the locations of detector positions $C, D$, and E were adjusteo so that they always remained in the center of the coupling region, in the center of the north core tank, and 20 cm from the north core tank in the north reflector respectively.

The frequency response at detector positions $A$ and $B$ showed almost no change as the coupling region width was changed. The magnitude and phase of the frequency response
at detector positions $C, D$, and $E$ as the coupling region width was increased from 25 to 75 cm are shown in Figures 14-19. In general, as the coupling region width increased there was a greater magnitude attenuation and phase shift.

As the coupling region width increases, the inflection point in the magnitude response curves at detector position D becomes more pronounced until, at a width of 75 cm , an actual sink occurs. Thus, whatever is the cause, this behavior is strongly dependent on the coupling region width. The magnitude response at detector position $E$ is similar to that at $D$ but is less pronounced. This indicates that the response at $E$ is merely the attenuation of the effect originating in the north core.


Figure 14. Magnitude of frequency response at position $C$, oscillator at position 2


Figure 15. Phase of frequency response at position $C$, oscillator at position 2


Figure 16. Magnitude of frequency response at position D, oscillator at position 2


Figure 17. Phase of frequency response at position D, oscillator at position 2



Figure 19. Phase of frequency response at position E, oscillator at position 2
VI. CONCLUSIONS

As a result of this study, the following conclusions can be drawn concerning the frequency response of a reactor:

1. The Green's function solution technique proposed here gives frequency response results which are consistent with expected behavior.
2. The frequency response of a reactor at low frequencies is essentially space-independent, but it is very sensitive to reactor criticality.
3. The magnitude and phase of the frequency response at or near the position of the oscillator exhibit a resonance effect at high frequencies.
4. The frequency response shows a greater magnitude attenuation and phase shift as the detector is moved away from the oscillator.
5. When the detector position is far from the oscillator, a consistent value of the $\beta / \Lambda$ frequency break in the magnitude response curve is obtained.

The following conclusions apply specifically to a coupled-core reactor:
I. At positions far from the oscillator, the fast-neutron-group frequency response is dependent on the slow-neutron-group oscillation at that point instead of the fast-group perturbation from the oscillator.
2. A slower fast-neutron-group speed causes more phase shift as the detector is moved away from the oscillator and the frequency is increased.
3. At positions far from the oscillator, the frequency response is strongly dependent on the coupling region width.
4. For a fixed oscillator position, the frequency response shows definite spatial-dependent behavior at the different detector positions; and at a fixed detector position, the frequency response shows a definite dependence on the oscillator position.
5. With the model used in this study, inflection points occur in the magnitude response curves at detector positions $D$ and E with the oscillator at positions 1 or 2 at a frequency of ~ $2000 \mathrm{rad} / \mathrm{sec}$; and these inflection points become more pronounced as the coupling region width is increased. Increasing the slow-neutron-group speed shifts these inflection points to higher frequencies, which indicates that the inflection is a slow-group phenomenon; and since the inflection points occur only at positions D and E, this indicates that they are caused by an interaction between the two cores. The response at position $E$ seems to be merely the attenuation of the effect originating in the north core.
VII. SUGGESTIONS FOR FURTHER WORK

The following suggestions are made for possible future work:

1. Extend the Green's function solution technique developed here to include more neutron energy groups. A possible means of doing this might be to use the concept of a Green's matrix (ll).
2. Other parameters of the coupled-core reactor could be investigated for their effect on the frequency response, such as fuel enrichment and moderator material. Also, it would be interesting to examine the effects of greater coupling region widths on the sink effect.
3. Develop a model specifically for determining the frequency response near the frequency of the magnitude response inflection point.
4. Obtain experimental data to determine the spatially dependent frequency response at high frequencies ( $) 1000 \mathrm{rad} / \mathrm{sec}$ ) in order to check the analytic results.
5. Apply the Green's function solution technique developed here to other reactor types, not necessarily only coupled-core reactors.
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X. APPENDIX A: DESCRIPTION OF THE UTR-10 REACTOR

The University Training Reactor-10 (UTR-10) is a light water moderated and cooled, graphite reflected, two-core reactor which is licensed for operation up to a power of 10 kilowatts.

The reactor is fueled with about 3 kilograms of fully enriched uranium (greater than $93 \%$ U-235) which is approximately evenly divided between the two cores. The uranium is arranged in fuel elements consisting of 12 aluminum-clad fuel plates each. There are 12 such fuel elements, which are positioned in two parallel core tanks (six elements in each tank) with the dimensions 5 in. by 20 in. by 24 in. These core tanks are embedded in a stack of graphite 44 in. by 56 in. by 48 in. and are separated by a graphite coupling region approximately 18 in. thick. Each core is itself subcritical, and criticality is achieved only by the exchange of neutrons between the cores through the coupling region. Deionized light water, which serves as both coolant and moderator, is circulated through each fuel element.

The reactor is controlled by varying the vertical position of four control rods containing boral (two safety rods, one shim rod, and one regulating rod) located in the graphite reflector adjacent to the core tanks. During normal operation the safety rods are fully withdrawn, and the power is controlled by positioning the shim and regulating
rods from the control console. When the reactor is scrammed, shutdown is achieved by the rapid injection of the safety and shim rods into the reflector and the rapid drainage of the water from the core tanks.

Figure A. 1 illustrates the relative positions of the various reactor components and also shows some of the access ports to the core region.


Figure A.1. UTR-10 reactor section
XI. APPENDIX B: DERIVATION OF THE TWO GROUP EQUATIONS FOR THE UTR-10 MODEL

To obtain the complex, two group equations for the UTR10 model, the method of Cohn et al. (12) was used.

The basic two group diffusion equations with one group of delayed neutrons are (in one dimension)

$$
\begin{align*}
& D_{F} \frac{d^{2}}{d x^{2}} \phi_{F}-\Sigma_{r} \phi_{F}+v \Sigma_{f i s}(1-\beta) \phi_{S}+\lambda C=\frac{1}{v_{F}} \frac{\partial \emptyset_{F}}{\partial t}  \tag{B.1}\\
& D_{S} \frac{d^{2}}{d x^{2}} \phi_{S}-\Sigma_{a} \varnothing_{S}+\Sigma_{r} \varnothing_{F}=\frac{1}{v_{S}} \frac{\partial \emptyset_{S}}{\partial t}  \tag{B.2}\\
& v \Sigma_{f i S} \beta \varnothing_{S}-\lambda C=\frac{\partial C}{\partial t} \tag{B.3}
\end{align*}
$$

where
$\emptyset_{F}=$ fast neutron flux
$\emptyset_{S}=$ slow neutron flux
$D_{F}=$ fast diffusion coefficient
$D_{S}=$ slow diffusion coefficient
$\Sigma_{r}=$ fast removal cross section
$\Sigma_{\mathrm{a}}=$ slow absorption cross section
$v \quad=$ number of neutrons per fission
$\Sigma_{\text {fis }}=$ slow fission cross section

$$
\begin{aligned}
& \beta=\text { delayed neutron fraction } \\
& C=\text { delayed neutron precursor density } \\
& \lambda=\text { delayed neutron precursor decay constant } \\
& v_{F}=\text { fast neutron group speed } \\
& v_{S}=\text { slow neutron group speed. }
\end{aligned}
$$

Assuming a small perturbation in $\Sigma_{a}$,

$$
\begin{equation*}
\Sigma_{\mathrm{a}}=\Sigma_{\mathrm{ao}}-\Delta \Sigma_{\mathrm{a}} \tag{B.4a}
\end{equation*}
$$

then

$$
\begin{align*}
& \phi_{\mathrm{F}}=\phi_{\mathrm{FO}}+\Delta \phi_{\mathrm{F}}  \tag{B.4b}\\
& \phi_{\mathrm{S}}=\emptyset_{\mathrm{SO}}+\Delta \phi_{\mathrm{S}} \tag{B.4C}
\end{align*}
$$

and

$$
\begin{equation*}
C=C_{0}+\Delta C \tag{B.4d}
\end{equation*}
$$

$\Sigma_{\text {ao' }} \emptyset_{\text {Fo' }} \varnothing_{\text {So }}$ and $C_{0}$ are the steady-state values. Substituting Equations B. 4 into Equations B.1, B.2, and B. 3 yields

$$
\begin{align*}
& D_{F} \frac{d^{2}}{d x^{2}}\left(\phi_{F O}+\Delta \phi_{F}\right)-\Sigma_{r}\left(\phi_{F O}+\Delta \phi_{F}\right)+\nu \Sigma_{f i S}(1-\beta)\left(\phi_{S O}+\Delta \phi_{S}\right) \\
& \quad+\lambda\left(C_{O}+\Delta C\right)=\frac{1}{v_{F}} \frac{\partial\left(\phi_{F O}+\Delta \phi_{F}\right)}{\partial t}  \tag{B.5}\\
& D_{S} \frac{d^{2}}{d x^{2}}\left(\phi_{S O}+\Delta \phi_{S}\right)-\left(\Sigma_{a O}-\Delta \Sigma_{a}\right)\left(\phi_{S O}+\Delta \varnothing_{S}\right)+\Sigma_{r}\left(\phi_{F O}+\Delta \phi_{F}\right) \\
& \quad=\frac{1}{v_{S}} \frac{\partial\left(\phi_{S O}+\Delta \phi_{S}\right)}{\partial t} \tag{B.6}
\end{align*}
$$

$$
\begin{equation*}
\nu \Sigma_{f i s} \beta\left(\varnothing_{S o}+\Delta \phi_{S}\right)-\lambda\left(C_{0}+\Delta C\right)=\frac{\partial\left(C_{0}+\Delta C\right)}{\partial t} \tag{B.7}
\end{equation*}
$$

Noting that the steady-state parts of these equations sum to zero and assuming the product $\Delta \Sigma_{a} \Delta \varnothing_{\text {So }}$ is negligibly small results in

$$
\begin{align*}
& D_{F} \frac{d^{2}}{d x^{2}} \Delta \phi_{F}-\Sigma_{r} \Delta \varnothing_{F}+v \Sigma_{f i s}(1-\beta) \Delta \phi_{S}+\lambda \Delta C=\frac{1}{v_{F}} \frac{\partial \Delta \emptyset_{F}}{\partial t}  \tag{B.8}\\
& D_{S} \frac{d^{2}}{d x^{2}} \Delta \phi_{S}-\Sigma_{a o} \Delta \varnothing_{S}+\Delta \Sigma_{a} \phi_{S O}+\Sigma_{r} \Delta \phi_{F}=\frac{1}{v_{S}} \frac{\partial \Delta \varnothing_{S}}{\Delta t}  \tag{B.9}\\
& v \Sigma_{f i s} \beta \Delta \emptyset_{S}-\lambda \Delta C=\frac{\partial \Delta C}{\partial t} \tag{B.10}
\end{align*}
$$

Considering the case where the perturbation in $\Sigma_{a}$ is provided by a neutron absorber oscillator so that $\Delta_{a}$ can be considered sinusoidal and localized to a plane in the reactor, $\Delta^{\Sigma}$ a can be written as

$$
\begin{equation*}
\Delta^{\Sigma}{ }_{a}=\delta\left(x-x^{\prime}\right)\left|\bar{\Delta}^{\Sigma}{ }_{a}\right| e^{j \omega t} ; \tag{B.1la}
\end{equation*}
$$

and thus,

$$
\begin{align*}
& \Delta \emptyset_{F}=\hat{\Delta \phi_{F}}(x, \omega) e^{j \omega t},  \tag{B.11b}\\
& \Delta \phi_{S}=\hat{\Delta \phi_{S}}(x, \omega) e^{j \omega t}, \tag{B.Ilc}
\end{align*}
$$

and

$$
\begin{equation*}
\Delta^{C}=\Delta^{C}(x, \omega) e^{j \omega t} \tag{B.11d}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{x}^{\prime}=\text { location of oscillator in reactor, } \\
& \omega=\text { frequency of oscillator, }
\end{aligned}
$$

and $\hat{\Delta \phi_{F}}, \hat{\Delta}_{S}$, and $\hat{\Delta C}$ are the complex amplitudes of $\Delta \phi_{F}, \Delta \phi_{S}$, and $\Delta C$ respectively. Substituting Equations $B .11$ into Equations B.8, B.9, and B. 10 and dividing out the common factor $e^{j \omega t} y i e l d s$

$$
\begin{align*}
& D_{F} \frac{d^{2}}{d x^{2}} \hat{\Delta} \phi_{F}-\Sigma_{r} \hat{\Delta} \phi_{F}+v \Sigma_{f i s}(1-\beta) \hat{\Delta \phi_{S}}+\hat{\lambda \Delta C}=\frac{j \omega \hat{\Delta} \phi_{F}}{v_{F}}  \tag{B.12}\\
& D_{S} \frac{d^{2}}{d x^{2}} \hat{\Delta}_{S}-\Sigma_{a O} \hat{\Delta \phi_{S}}+\delta\left(x-x^{\prime}\right)\left|\Delta \Sigma_{a}\right| \phi_{S O}+\Sigma_{r} \hat{\Delta}_{\mathrm{F}}=\frac{j \omega \hat{\Delta} \hat{\phi}_{S}}{v_{S}}(B .13) \\
& v \Sigma_{f i s} \hat{\beta \Delta \varnothing_{S}}-\hat{\lambda_{\Delta} C}=\hat{j \omega \hat{\Delta C}} \tag{B.14}
\end{align*}
$$

Solving Equation B. 14 for $\hat{\Delta C}$ and substituting into Equation B. 12 yields
$D_{F} \frac{d^{2}}{d x^{2}} \Delta \hat{\phi}_{F}-\Sigma_{r} \hat{\Delta}_{F}+v \Sigma_{f i s}(1-\beta) \hat{\Delta}_{S}+\frac{\nu \lambda \Sigma_{f i s} \beta}{\lambda+j \omega} \hat{\Delta} \varnothing_{S}=\frac{j \omega \hat{\Delta} \phi_{F}}{v_{F}}$.

Thus, the flux changes $\hat{\Delta \phi_{F}}$ and $\hat{\Delta} \hat{\phi}_{S}$ can be determined by solving simultaneously Equations B. 13 and B.15. However, since the UTR-10 has distinct fuel and moderator regions, the coefficients of $\hat{\Delta}_{\mathrm{F}}$ and $\hat{\Delta \emptyset}_{S}$ are variable. Thus, in order to retain the much simpler constant coefficient type of
equations, it is necessary to write a corresponding set of two equations pertaining only to the fuel regions and another set of two equations pertaining only to the moderator regions. In this way, solutions for the fast and slow flux changes in the fuel and moderator regions are obtained separately and then matched at the region interfaces with the continuity conditions on the fluxes and currents.

Letting the subscript $f$ denote a fuel region and the subscript $m$ denote a moderator region and considering the oscillator to be in a fuel region, the equations for the fuel regions are (from Equations B. 13 and B.15)

$$
\begin{align*}
& D_{F f} \frac{d^{2}}{d x^{2}} \hat{\Delta}_{F f}-\Sigma_{r f} \hat{\phi}_{F f}+v \Sigma_{f i s}(1-\beta) \hat{\Delta} \phi_{S f} \\
& +\frac{v \lambda \Sigma_{f i s} \beta}{\lambda+j \omega} \hat{\Delta}_{\mathrm{Sf}}=\frac{j \omega}{v_{F}} \hat{\Delta} \boldsymbol{\phi}_{\mathrm{Ff}}  \tag{B.16}\\
& D_{S f} \frac{d^{2}}{d x^{2}} \hat{\Delta}^{\Delta} \phi_{S f}-\Sigma{ }_{\text {aOf }} \hat{\Delta}_{\text {Sf }}+\delta\left(x-x^{\prime}\right)\left|\overline{\Delta \Sigma}{ }_{a f}\right| \varnothing_{\text {SOf }} \\
& +\Sigma_{r f}{\hat{\Delta} \phi_{F f}}=\frac{j \omega}{v_{S}} \hat{\Delta}_{S f} ; \tag{B.I7}
\end{align*}
$$

and the equations for the moderator regions, where there is no production of neutrons, are

$$
\begin{equation*}
D_{F m} \frac{d^{2}}{d x^{2}} \hat{\phi}_{F m}-\Sigma_{r m} \hat{\Delta}_{\mathrm{Fm}}=\frac{j \omega}{v_{F} \Delta \varnothing_{\mathrm{Fm}}} \tag{B.18}
\end{equation*}
$$

$$
\begin{equation*}
D_{\mathrm{sm}} \frac{d^{2}}{d x^{2}} \Delta \hat{\phi}_{\mathrm{Sm}}-\Sigma_{\mathrm{am}} \hat{\Delta}_{\mathrm{Sm}}+\Sigma_{\mathrm{rm}} \hat{\Delta}_{\mathrm{Fm}}=\frac{j \omega}{v_{\mathrm{S}}} \hat{\phi}_{\mathrm{Sm}} \tag{B.19}
\end{equation*}
$$

In order to account for neutron leakage through the top, bottom, and two sides of the reactor, the neutron fluxes are assumed to satisfy the wave equation in the $Y$ and $z$ directions. Therefore, in the $y$ direction,

$$
\frac{d^{2} \phi}{d y^{2}}+B_{y}^{2} \phi=0 \quad \text { or } \quad \frac{d^{2} \phi}{d y^{2}}=-B_{y}^{2} \varnothing
$$

and thus, the leakage in the $y$ direction

$$
D \frac{d^{2} \phi}{d y^{2}}
$$

is equal to $-\mathrm{DB}_{y}^{2} \varnothing$. Similarly, the leakage in the $z$ direction is $-\mathrm{DB}_{\mathrm{z}}^{2} \varnothing$. Thus, the total transverse leakage is $-D\left(B_{y}^{2}+B_{z}^{2}\right) \varnothing=-D B_{t}^{2} \phi$, where $B_{t}^{2}=B_{y}^{2}+B_{z}^{2}$ is the total transverse buckling. To account for this transverse leakage, the loss terms in Equations B.16-B. 19 are modified as shown below:

$$
\begin{align*}
& D_{F f} \frac{d^{2}}{d x^{2}} \hat{\Delta}_{F f}-\left(\Sigma_{r f}+D_{F f} B_{t}^{2}\right) \hat{\Delta}_{F f}-\frac{j_{\omega}}{v_{F}} \hat{\Delta}_{F f} \\
& \quad+\nu \Sigma_{f i s}(1-\beta) \hat{\Delta}_{S f}+\frac{v \lambda \Sigma_{f i s} \beta}{\lambda+j \omega} \hat{\Delta} \phi_{S f}=0 \tag{B.20}
\end{align*}
$$

$$
\begin{align*}
& D_{S f} \frac{d^{2}}{d x^{2}} \Delta \hat{\phi}_{S f}-\left(\Sigma_{a O f}+D_{S f} B_{t}^{2}\right) \hat{\Delta}_{S f}-\frac{j_{\omega}}{v_{S}} \hat{\phi}_{S f}+\Sigma_{r f} \hat{\Delta \phi_{F f}} \\
& +\delta\left(x-x^{\prime}\right)\left|\overline{\Delta \Sigma}_{\mathrm{af}}\right| \phi_{\text {SOf }}=0  \tag{B.21}\\
& D_{F m} \frac{d^{2}}{d x^{2}} \hat{\Delta} \hat{\varphi}_{F m}-\left(\Sigma_{r m}+D_{F m} B_{t}^{2}\right) \hat{\Delta}_{F m}-\frac{j \omega}{v_{F}} \hat{\phi}_{F m}=0  \tag{B.22}\\
& D_{S m} \frac{d^{2}}{d x^{2}} \hat{\Delta}_{S m}-\left(\Sigma_{a m}+D_{S m} B_{t}^{2}\right) \hat{\Delta}_{S m}-\frac{j \omega}{v_{S}} \hat{\Delta} \hat{\phi}_{S m}+\Sigma_{r m} \hat{\Delta}_{\mathrm{Fm}}=0 . \tag{B.23}
\end{align*}
$$

With this formulation it is convenient to define "effective" cross sections; i.e.

$$
\begin{aligned}
\Sigma_{r f e} & =\Sigma_{r f}+D_{F f} B_{t}^{2} \\
\Sigma_{\text {afe }} & =\Sigma_{a o f}+D_{S f} B_{t}^{2} \\
\Sigma_{\text {rme }} & =\Sigma_{r m}+D_{F m} B_{t}^{2}
\end{aligned}
$$

and

$$
\Sigma_{\text {ame }}=\Sigma_{\mathrm{am}}+\mathrm{D}_{\mathrm{Sm}} \mathrm{~B}_{\mathrm{t}}^{2}
$$

With these definitions, Equations B. 20-B. 23 are the basic two group equations used to solve for the frequency response of the UTR-10.
XII. APPENDIX C: THE EQUIVALENCE OF THE FORMULATION USED IN THIS STUDY TO THE GREEN'S FUNCTION SOLUTION OF A FOURTH ORDER EQUATION

To simplify the arithmetic, consider a single-region, homogeneous reactor having a width of $d \mathrm{~cm}$ and having a localized, sinusoidal oscillator located at some position $x^{\prime}$ within it. The relevant two-group equations to consider are then identical with Equation 46 (Section IV).

$$
\begin{align*}
& \frac{d^{2}}{d x^{2}} \hat{\Delta}_{F}-\mathrm{K}_{\mathrm{F}}^{2} \hat{\Delta}_{\mathrm{F}}+\mathrm{H}_{1} \hat{\Delta}_{\mathrm{D}}=0  \tag{C.1}\\
& \frac{d^{2}}{d x^{2} \Delta} \hat{\phi}_{S}-\mathrm{K}_{\mathrm{S}}^{2} \hat{\Delta}^{\hat{\Delta}} \phi_{\mathrm{S}}+\mathrm{H}_{2} \hat{\Delta}_{\mathrm{F}}+\delta\left(\mathrm{x}-\mathrm{x}^{\prime}\right)=0 \tag{C.2}
\end{align*}
$$

The subscript $f$ has been dropped since only a single-region reactor is being considered, but the terms have the same meaning as the corresponding ones in Equation 46.

Solving Equation C.I for $\hat{\Delta \varnothing_{S}}$ yields

$$
\begin{equation*}
\hat{\Delta \varphi}_{S}=\frac{1}{H_{l}}\left(-\frac{d^{2}}{d x^{2}} \hat{\Delta} \phi_{F}+\mathrm{K}_{\mathrm{F}}^{2} \hat{\Delta} \hat{\phi}_{\mathrm{F}}\right) \tag{c.3}
\end{equation*}
$$

Substituting Equation C. 3 into Equation C. 2 and simplifying yields

$$
\begin{equation*}
\frac{d^{4}}{d x^{4} \Delta} \hat{\phi}_{F}-\left(K_{F}^{2}+K_{S}^{2}\right) \frac{d^{2}}{d x^{2}} \hat{\Delta}_{F}+\left(\mathrm{K}_{\mathrm{F}}^{2} \mathrm{~K}_{S}^{2}-H_{1} H_{2}\right) \hat{\Delta}_{\mathrm{F}}-\mathrm{H}_{1} \delta\left(\mathrm{x}-\mathrm{x}^{\prime}\right)=0 \tag{C.4}
\end{equation*}
$$

Equation C. 4 is a fourth-order differential equation which can be solved by the Green's function technique outlined in Section II.

The first condition on the Green's function requires

$$
\begin{equation*}
\frac{d^{4}}{d x^{4}} G-\left(K_{F}^{2}+K_{S}^{2}\right) \frac{d^{2}}{d x^{2}} G+\left(K_{F}^{2} K_{S}^{2}-H_{1} H_{2}\right) G=0 \tag{C.5}
\end{equation*}
$$

Equation C. 5 can be solved by ordinary techniques (41). Thus, assume solutions of the form

$$
\begin{align*}
& \mathrm{G}_{1}=A e^{\alpha x}, x<x^{\prime} \\
& G_{2}=C e^{\alpha x}, x>x^{\prime} \tag{c.6b}
\end{align*}
$$

where $G_{1}$ and $G_{2}$ are the two parts of the Green's function. Substituting the expression for $G_{1}$ or $G_{2}$ into Equation C. 5 and dividing out the common factor $A e^{\alpha \mathbf{X}}$ or $\mathrm{Ce}^{\alpha \mathbf{X}}$ yields

$$
\alpha^{4}-\left(\mathrm{K}_{\mathrm{F}}^{2}+\mathrm{K}_{\mathrm{S}}^{2}\right) \alpha^{2}+\mathrm{K}_{\mathrm{F}}^{2} \mathrm{~K}_{\mathrm{S}}^{2}-\mathrm{H}_{1} \mathrm{H}_{2}=0
$$

Thus,

$$
\alpha^{2}=1 / 2\left[\left(K_{F}^{2}+K_{S}^{2}\right) \pm \sqrt{\left(K_{F}^{2}+K_{S}^{2}\right)^{2}-4\left(K_{F}^{2} K_{S}^{2}-H_{3} H_{2}\right)}\right]
$$

and the four values of $\alpha$ are

$$
\begin{equation*}
\alpha_{1}=\left[1 / 2\left(\mathrm{~K}_{\mathrm{F}}^{2}+\mathrm{K}_{\mathrm{S}}^{2}\right)+1 / 2 \sqrt{\left(\mathrm{~K}_{\mathrm{F}}^{2}+\mathrm{K}_{\mathrm{S}}^{2}\right)^{2}-4\left(\mathrm{~K}_{\mathrm{F}}^{2} \mathrm{~K}_{\mathrm{S}}^{2}-\mathrm{H}_{1} \mathrm{H}_{2}\right)}\right]^{1 / 2} \tag{c.7}
\end{equation*}
$$

$$
\begin{align*}
& \alpha_{2}=-\alpha_{1}  \tag{c.8}\\
& \alpha_{3}=\left[1 / 2\left(K_{F}^{2}+K_{S}^{2}\right)-1 / 2 \sqrt{\left(K_{F}^{2}+K_{S}^{2}\right)^{2}-4\left(K_{F}^{2} K_{S}^{2}-H_{1} H_{2}\right)}\right]
\end{align*}
$$

$$
\begin{equation*}
\alpha_{4}=-\alpha_{3} \tag{c.10}
\end{equation*}
$$

These values of $\alpha$ are identical with those found in Section IV (Equations 28-31). Thus, the solutions for $G_{1}$ and $G_{2}$ (Equations C.6) become

$$
\begin{aligned}
& G_{1}=A_{1} e^{\alpha_{1} x}+A_{2} e^{\alpha_{2} x}+A_{3} e^{\alpha_{3} x}+A_{4} e^{\alpha_{4} x}, x<x^{\prime} \quad \text { (C.1la) } \\
& G_{2}=C_{1} e^{\alpha_{1} x}+c_{2} e^{\alpha_{2} x}+c_{3} e^{\alpha_{3} x}+c_{4} e^{\alpha_{4} x}, x>x^{\prime} . \quad(c .1 l b)
\end{aligned}
$$

The relevant homogeneous boundary conditions for Equation C. 4 can be obtained from the homogeneous boundary conditions of Equations C.1 and C.2. These conditions are

$$
\begin{align*}
& \hat{\Delta \varnothing_{F}}(0)=0  \tag{c.12a}\\
& \hat{\Delta}_{S}(0)=0  \tag{C.12b}\\
& \hat{\Delta \emptyset}_{F}(\mathrm{~d})=0  \tag{c.13a}\\
& \hat{\Delta \phi_{S}}(\mathrm{~d})=0 \quad . \tag{c.13b}
\end{align*}
$$

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} \hat{\varnothing}_{\mathrm{F}}(0)=0 \tag{C.14}
\end{equation*}
$$

and substituting Equations C. 13 into Equation C.I yields

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} \hat{\phi}_{F}(d)=0 \tag{c.15}
\end{equation*}
$$

Thus, Equations C.l2a, C.l3a, C.l4, and C. 15 are the relevant homogeneous boundary conditions for Equation C. 4.

The second condition on the Green's function requires

$$
\begin{align*}
& G_{1}(0)=0  \tag{c.16}\\
& \frac{d^{2}}{d x^{2}} G_{1}(0)=0  \tag{C.17}\\
& G_{2}(d)=0  \tag{C.18}\\
& \frac{d^{2}}{d x^{2}} G_{2}(d)=0 . \tag{C.19}
\end{align*}
$$

The third condition on the Green's function requires

$$
\begin{align*}
& G_{1}\left(x^{\prime}\right)=G_{2}\left(x^{\prime}\right)  \tag{C.20}\\
& \frac{d G_{1}\left(x^{\prime}\right)}{d x}=\frac{d G_{2}\left(x^{\prime}\right)}{d x}  \tag{C.21}\\
& \frac{d^{2} G_{1}\left(x^{\prime}\right)}{d x^{2}}=\frac{d^{2} G_{2}\left(x^{\prime}\right)}{d x^{2}} \tag{C.22}
\end{align*}
$$

The fourth condition on the Green's function requires

$$
\begin{equation*}
\frac{d^{3} G_{2}\left(x^{\prime}\right)}{d x^{3}}-\frac{d^{3} G_{1}\left(x^{\prime}\right)}{d x^{3}}=-1 \tag{C.23}
\end{equation*}
$$

Equations C.l6-C. 23 are the eight conditions needed to solve for the eight independent constants in Equations C.ll. Applying these eight conditions to Equations C.ll yields the following set of simultaneous, algebraic equations:

$$
\begin{align*}
& G_{1}(0)=A_{1}+A_{2}+A_{3}+A_{4}=0  \tag{C.24}\\
& \frac{d^{2}}{d x^{2}} G_{1}(0)=A_{1} \alpha_{1}^{2}+A_{2} \alpha_{2}^{2}+A_{3} \alpha_{3}^{2}+A_{4} \alpha_{4}^{2}=0  \tag{C.25}\\
& G_{2}(d)=C_{1} e^{\alpha_{1} d}+c_{2} e^{\alpha_{2}}+c_{3} e^{\alpha_{3} d}+C_{4} e^{\alpha_{4}{ }^{d}}=0 \tag{c.26}
\end{align*}
$$

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} G_{2}(\alpha)=c_{1} \alpha_{1}^{2} e^{\alpha_{1} d}+c_{2} \alpha_{2}^{2} e^{\alpha_{2}{ }^{\alpha}}+c_{3} \alpha_{3}^{2} e^{\alpha_{3}{ }^{\alpha}}+c_{4} \alpha_{4}^{2} e^{\alpha_{4}{ }^{d}}=0 \tag{C.27}
\end{equation*}
$$

$$
G_{1}\left(x^{\prime}\right)=G_{2}\left(x^{\prime}\right) \text { corresponds to }
$$

$$
A_{1} e^{\alpha_{1} x^{\prime}}+A_{2} e^{\alpha_{2} x^{\prime}}+A_{3} e^{\alpha_{3} x^{\prime}}+A_{4} e^{\alpha_{4} x^{\prime}}=c_{1} e^{\alpha_{1} x^{\prime}}+c_{2} e^{\alpha_{2} x^{\prime}}
$$

$$
\begin{equation*}
+c_{3} e^{\alpha_{3} x^{\prime}}+c_{4} e^{\alpha_{4} x^{\prime}} \tag{C.28}
\end{equation*}
$$

$$
\frac{d G_{1}\left(x^{\prime}\right)}{d x}=\frac{d G_{2}\left(x^{\prime}\right)}{d x} \text { corresponds to }
$$

$$
\begin{align*}
& A_{1} \alpha_{1} e^{\alpha_{1} x^{\prime}}+A_{2} \alpha_{2} e^{\alpha_{2} x^{\prime}}+A_{3} \alpha_{3} e^{\alpha_{3} x^{\prime}}+A_{4} \alpha_{4} e^{\alpha_{4} x^{\prime}}= \\
& c_{1} \alpha_{1} e^{\alpha_{1} x^{\prime}}+c_{2} \alpha_{2} e^{\alpha_{2} x^{\prime}}+c_{3} \alpha_{3} e^{\alpha_{3} x^{\prime}}+c_{4} \alpha_{4} e^{\alpha_{4} x^{\prime}}  \tag{C.29}\\
& \frac{d^{2} G_{1}\left(x^{\prime}\right)}{d x^{2}}=\frac{d^{2} G_{2}\left(x^{\prime}\right)}{d x^{2}} \text { corresponds to } \\
& A_{1} \alpha_{1}^{2} e^{\alpha_{1} x^{\prime}}+A_{2} \alpha_{2}^{2} e^{\alpha_{2} x^{\prime}}+A_{3} \alpha_{3}^{2} e^{\alpha_{3} x^{\prime}}+A_{4} \alpha_{4}^{2} e^{\alpha_{4} x^{\prime}}= \\
& c_{1} \alpha_{1}^{2} e^{\alpha_{1} x^{\prime}}+c_{2} \alpha_{2}^{2} e^{\alpha_{2} x^{\prime}}+c_{3} \alpha_{3}^{2} e^{\alpha_{3} x^{\prime}}+c_{4} \alpha_{4}^{2} e^{\alpha_{4} x^{\prime}}  \tag{c.30}\\
& \frac{d^{3} G_{2}\left(x^{\prime}\right)}{d x^{3}}-\frac{d^{3} G_{1}\left(x^{\prime}\right)}{d x^{3}}=-1 \text { corresponds to } \\
& c_{1} \alpha_{1}^{3} e^{\alpha_{1} x^{\prime}}+c_{2} \alpha_{2}^{3} e^{\alpha_{2} x^{\prime}}+c_{3} \alpha_{3}^{3} e^{\alpha_{3} x^{\prime}}+c_{4} \alpha_{4}^{3} e^{\alpha_{4} x^{\prime}}- \\
& A_{1} \alpha_{1}^{3} e^{\alpha_{1} x^{\prime}}-A_{2} \alpha_{2}^{3} e^{\alpha_{2} x^{\prime}}-A_{3} \alpha_{3}^{3} e^{\alpha_{3} x^{\prime}}-A_{4} \alpha_{4}^{3} e^{\alpha_{4} x^{\prime}}=-1 . \tag{C.31}
\end{align*}
$$

The solution of Equations C.24-C.3l will yield unique values for $A_{1}-A_{4}$ and $C_{1}-C_{4}$.

The solution for $\hat{\Delta \phi_{F}}$ is then [since the driving function is $\left.-\mathrm{H}_{1} \delta\left(\mathrm{x}-\mathrm{x}^{\prime}\right)\right]$

$$
\hat{\Delta}_{F}=-H_{1} G
$$

or for $\mathbf{x}<\mathrm{x}^{\prime}$,

$$
\begin{equation*}
\hat{\Delta \varnothing_{F}}=-H_{1} G_{1} \tag{c.32a}
\end{equation*}
$$

and for $\mathbf{x}>\mathbf{x}^{\prime}$,

$$
\begin{equation*}
\hat{\Delta \varnothing_{F}}=-H_{1} G_{2} \tag{c.32b}
\end{equation*}
$$

From Equation C.3, the solution for $\hat{\Delta \varphi}_{S}$ is:
for $\mathrm{x}<\mathrm{x}^{\prime}$,

$$
\begin{equation*}
{\hat{\Delta \phi_{S}}}=\frac{\mathrm{a}^{2} \mathrm{G}_{1}}{\partial \mathrm{x}^{2}}-\mathrm{K}_{\mathrm{F}}^{2} \mathrm{G}_{1} \tag{c.33a}
\end{equation*}
$$

and for $\mathrm{x}>\mathrm{x}^{\prime}$,

$$
\begin{equation*}
{\hat{\Delta \phi_{S}}}=\frac{\mathrm{a}^{2} G_{2}}{d x^{2}}-K_{F}^{2} G_{2} \tag{c.33b}
\end{equation*}
$$

The formulation used in this study also starts with Equations C.I and C.2. These equations can be rewritten in matrix form as follows,

$$
\left[\begin{array}{ccc}
\frac{d^{2}}{d x^{2}}-\mathrm{K}_{\mathrm{F}}^{2} & \mathrm{HI}  \tag{c.34}\\
& & \\
& H_{2} & \frac{d^{2}}{d x^{2}}-\mathrm{K}_{\mathrm{S}}^{2}
\end{array}\right]\left[\begin{array}{c}
\hat{\Delta}_{\mathrm{F}} \\
\hat{\Delta}_{\mathrm{S}}
\end{array}\right]+\left[\begin{array}{c}
0 \\
\delta\left(\mathrm{x}-\mathrm{x}^{\prime}\right)
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

which merely returns them to the form of Equation 46. Thus,
the Green's...function solution to Equation C. 34 is identical to that of Equation 46; that is (Equations 48 and 49),
for $x<x^{\prime}$,
$\hat{\Delta \phi_{F}}=G_{F 1}=U_{1} e^{\alpha_{1} x}+U_{2} e^{\alpha_{2} x}+U_{3} e^{\alpha_{3} x}+U_{4} e^{\alpha_{4} x}$
$\hat{\Delta \phi_{S}}=G_{S 1}=S_{1} U_{1} e^{\alpha_{1} x}+S_{2} U_{2} e^{\alpha_{2} x}+S_{3} U_{3} e^{\alpha_{3} x}+S_{4} U_{4} e^{\alpha_{4} 4^{x}}$, (c.35b)
and for $\mathbf{x}>\mathbf{x}^{\prime}$,
$\hat{\Delta}_{F}=G_{F 2}=v_{1} e^{\alpha_{1} x}+v_{2} e^{\alpha_{2} x}+v_{3} e^{\alpha_{3} x}+v_{4} e^{\alpha_{4} x}$
$\hat{\Delta \phi_{S}}=G_{S 2}=S_{1} V_{1} e^{\alpha_{1} x}+S_{2} V_{2} e^{\alpha_{2} x}+S_{3} V_{3} e^{\alpha_{3} x}+S_{4} V_{4} e^{\alpha_{4} x}$,
where the values of $\alpha$ are identical with Equations C.7-C. 10 and $S_{1}-S_{4}$ are the coupling coefficients (Equation 33)

$$
\begin{equation*}
S_{i}=\frac{\mathrm{K}_{F}^{2}-\alpha_{i}^{2}}{H_{1}}, \quad i=1,2,3,4 \tag{C.37}
\end{equation*}
$$

Equations C. 35 and C. 36 fulfill the first condition on the Green's function.

Continuing with the method as proposed in this study, the second condition on the Green's function requires

$$
\begin{align*}
& G_{F l}(0)=0  \tag{c.38}\\
& G_{S l}(0)=0 \tag{C.39}
\end{align*}
$$

$$
\begin{align*}
& G_{F 2}(d)=0  \tag{C.40}\\
& G_{S 2}(\alpha)=0 \tag{C.41}
\end{align*}
$$

The third condition on the Green's function requires

$$
\begin{align*}
& G_{F 1}\left(x^{\prime}\right)=G_{F 2}\left(x^{\prime}\right)  \tag{C.42}\\
& G_{S 1}\left(x^{\prime}\right)=G_{S 2}\left(x^{\prime}\right) \tag{C.43}
\end{align*}
$$

The fourth condition on the Green's function requires

$$
\begin{align*}
& \frac{d G_{F 2}}{d x}-\frac{d G_{F 1}}{d x}=0  \tag{C.44}\\
& \frac{d G_{S 2}}{d x}-\frac{d G_{S 1}}{d x}=-1 \tag{C.45}
\end{align*}
$$

Equations C.38-C. 45 are the eight conditions needed to solve for the eight independent constants in Equations C. 35 and C.36. Applying these eight conditions to Equations C. 35 and C. 36 yields the following set of simultaneous, algebraic equations:

$$
\begin{align*}
& \mathrm{G}_{\mathrm{Fl}}(0)=\mathrm{U}_{1}+\mathrm{U}_{2}+\mathrm{U}_{3}+\mathrm{U}_{4}=0  \tag{C.46}\\
& \mathrm{G}_{\mathrm{SI}}(0)=\mathrm{S}_{1} \mathrm{U}_{1}+\mathrm{s}_{2} \mathrm{U}_{2}+\mathrm{S}_{3} \mathrm{U}_{3}+\mathrm{S}_{4} \mathrm{U}_{4}=0 \tag{C.47}
\end{align*}
$$

Substituting the values of the $S_{i}$ into Equation C. 47 yields $\frac{\mathrm{K}_{\mathrm{F}}^{2}-\alpha_{1}^{2}}{\mathrm{H}_{1}} U_{1}+\frac{\mathrm{K}_{\mathrm{F}}^{2}-\alpha_{2}^{2}}{\mathrm{H}_{1}} \mathrm{U}_{2}+\frac{\mathrm{K}_{\mathrm{F}}^{2}-\alpha_{3}^{2}}{\mathrm{H}_{1}} \mathrm{U}_{3}+\frac{\mathrm{K}_{\mathrm{F}}^{2}-\alpha_{4}^{2}}{\mathrm{H}_{1}} U_{4}=0 \quad$.(c.48)

Simplifying Equation C. 48 yields

$$
\begin{align*}
& U_{1} \alpha_{1}^{2}+U_{2} \alpha_{2}^{2}+U_{3} \alpha_{3}^{2}+U_{4} \alpha_{4}^{2}=0 .  \tag{C.49}\\
& G_{F 2}(\alpha)=v_{1} e^{\alpha_{1} d}+v_{2} e^{\alpha_{2}}+V_{3} e^{\alpha_{3} d}+v_{4} e^{\alpha_{4}{ }^{\alpha}}=0  \tag{C.50}\\
& G_{S 2}(d)=S_{1} v_{1} e^{\alpha_{1} d^{d}}+S_{2} v_{2} e^{\alpha}{ }^{\alpha}+S_{3} v_{3} e^{\alpha_{3} d}+s_{4} v_{4} e^{\alpha_{4} d^{d}}=0 .
\end{align*}
$$

Substituting the values of the $S_{i}$ into Equation C. 51 and simplifying the result yields

$$
\begin{equation*}
v_{1} \alpha_{1}^{2} e^{\alpha_{1} \alpha}+v_{2} \alpha_{2}^{2} e^{\alpha_{2}}+v_{3} \alpha_{3}^{2} e^{\alpha_{3}}+v_{4} \alpha_{4}^{2} e^{\alpha_{4}}{ }^{\alpha}=0 \tag{C.52}
\end{equation*}
$$

$G_{F 1}\left(x^{\prime}\right)=G_{F 2}\left(x^{\prime}\right)$ corresponds to

$$
\begin{align*}
& U_{1} e^{\alpha_{1} x^{\prime}}+U_{2} e^{\alpha_{2} x^{\prime}}+U_{3} e^{\alpha_{3} x^{\prime}}+U_{4} e^{\alpha_{4} x^{\prime}}= \\
& v_{1} e^{\alpha_{1} x^{\prime}}+v_{2} e^{\alpha_{2} x^{\prime}}+v_{3} e^{\alpha_{3} x^{\prime}}+v_{4} e^{\alpha_{4} x^{\prime}} \tag{c.53}
\end{align*}
$$

$G_{S l}\left(x^{\prime}\right)=G_{S 2}\left(x^{\prime}\right)$ corresponds to (after substituting for the $S_{i}$ and simplifying)

$$
\begin{align*}
& U_{1} \alpha_{1}^{2} e^{\alpha_{1} x^{\prime}}+U_{2} \alpha_{2}^{2} e^{\alpha_{2} x^{\prime}}+U_{3} \alpha_{3}^{2} e^{\alpha_{3} x^{\prime}}+U_{4} \alpha_{4}^{2} e^{\alpha_{4} x^{\prime}}= \\
& v_{1} \alpha_{1}^{2} e^{\alpha_{1} x^{\prime}}+v_{2} \alpha_{2}^{2} e^{\alpha_{2} x^{\prime}}+v_{3} \alpha_{3}^{2} e^{\alpha_{3} x^{\prime}}+v_{4} \alpha_{4}^{2} e^{\alpha_{4} x^{\prime}} \tag{C.54}
\end{align*}
$$

$$
\begin{aligned}
& \frac{d G_{F 2}\left(x^{\prime}\right)}{d x}-\frac{d G_{F 1}\left(x^{\prime}\right)}{d x}=0 \text { corresponds to } \\
& V_{1} \alpha_{1} e^{\alpha_{1} x^{\prime}}+V_{2} \alpha_{2} e^{\alpha_{2} x^{\prime}}+V_{3} \alpha_{3} e^{\alpha_{3} x^{\prime}}+V_{4} \alpha_{4} e^{\alpha_{4} x^{\prime}}- \\
& U_{1} \alpha_{1} e^{\alpha_{1} x^{\prime}}-U_{2} \alpha_{2} e^{\alpha_{2} x^{\prime}}-U_{3} \alpha_{3} e^{\alpha_{3} x^{\prime}}-U_{4} \alpha_{4} e^{\alpha_{4} x^{\prime}}=0 .(c .55)
\end{aligned}
$$

$\frac{d G_{S 2}\left(x^{\prime}\right)}{d x}-\frac{d G_{S 1}\left(x^{\prime}\right)}{d x}=-1$ corresponds to (after substituting for the $S_{i}$ and simplifying)
$v_{1} \alpha_{1}^{3} e^{\alpha_{1} x^{\prime}}+v_{2} \alpha_{2}^{3} e^{\alpha_{2} x^{\prime}}+v_{3} \alpha_{3}^{3} e^{\alpha_{3} x^{\prime}}+v_{4} \alpha_{4}^{3} e^{\alpha_{4} x^{\prime}}-$ $U_{1} \alpha_{1}^{3} e^{\alpha_{1} x^{\prime}}-U_{2} \alpha_{2}^{3} e^{\alpha_{2} x^{\prime}}-U_{3} \alpha_{3}^{3} e^{\alpha_{3} x^{\prime}}-U_{4} \alpha_{4}^{3} e^{-\alpha_{4} x^{\prime}}=H_{1} \cdot$

This set of equations, Equations C.46, C.49, C.50, C.52C.56, is identical in form to the set - Equations C.24-C.31 except that Equation C. 31 differs from Equation C. 56 by a multiplicative factor of $-\mathrm{H}_{\mathrm{I}}$. This means that the set of constants $U_{i}$ and $V_{i}(i=1,2,3,4)$ will differ from the set of constants $A_{i}$ and $C_{i}(i=1,2,3,4)$ by only a multiplicative factor of $-\mathrm{H}_{1}$ -

Following the formulation in this study, for $x<x^{\prime}$,

$$
\begin{equation*}
\hat{\Delta \phi}_{F}=G_{F l}, \tag{c.57a}
\end{equation*}
$$

and for $\mathrm{x}>\mathrm{x}^{\prime}$,

$$
\begin{equation*}
\hat{\Delta \phi_{F}}=G_{F 2} \tag{c.57b}
\end{equation*}
$$

and since $G_{F l}=-H_{1} G_{1}$ and $G_{F 2}=-H_{1} G_{2}$, the values for $\hat{\Delta \phi_{F}}$ found here are identical to those found from solving the fourth-order equation (Equation C.4).

Also, in this formulation, for $\mathrm{x}<\mathrm{x}^{\prime}$,
$\hat{\Delta}_{S}=G_{S I}=S_{1} U_{1} e^{\alpha_{1} x}+S_{2} U_{2} e^{\alpha_{2} x}+S_{3} U_{3} e^{\alpha_{3} x}+S_{4} U_{4} e^{\alpha_{4} x}$
or (substituting for the $s_{i}$ )

$$
\begin{align*}
& {\hat{\Delta \phi_{S}}}=\frac{K_{F}^{2}-\alpha_{1}^{2}}{H_{1}} U_{1} e^{\alpha_{1} x}+\frac{K_{F}^{2}-\alpha_{2}^{2}}{H_{1}} U_{2} e^{\alpha_{2} x}+\frac{K_{F}^{2}-\alpha_{3}^{2}}{H_{l}} U_{3} e^{\alpha_{3} x} \\
& +\frac{\mathrm{K}_{\mathrm{F}}^{2}-\alpha_{4}^{2}}{\mathrm{H}_{1}} \mathrm{U}_{4} e^{\alpha_{4}} . \tag{c.58a}
\end{align*}
$$

and similarly, for $\mathrm{x}>\mathrm{x}^{\prime}$,

$$
\begin{align*}
\hat{\Delta \emptyset}_{S}= & \frac{\mathrm{K}_{\mathrm{F}}^{2}-\alpha_{1}^{2}}{H_{1}} V_{1} e^{\alpha_{1} x}+\frac{\mathrm{K}_{\mathrm{F}}^{2}-\alpha_{2}^{2}}{H_{1}} V_{2} e^{\alpha_{2} x}+\frac{\mathrm{K}_{\mathrm{F}}^{2}-\alpha_{3}^{2}}{H_{1}} v_{3} e^{\alpha_{3} x} \\
& +\frac{\mathrm{K}_{\mathrm{F}}^{2}-\alpha_{4}^{2}}{\mathrm{H}_{1}} v_{4} e^{\alpha_{4} x} . \tag{c.58b}
\end{align*}
$$

The solution obtained for ${\hat{\Delta} \varnothing_{S}}^{\text {from the fourth-order equation }}$ is (Equations C.33): for $\mathrm{x}<\mathrm{x}^{\prime}$,

$$
\hat{\Delta}_{S}=\frac{d^{2} G_{1}}{d x^{2}}-K_{F}^{2} G_{1}
$$

or (substituting for $G_{1}$ and carrying out the indicated operations)

$$
\begin{align*}
\hat{\Delta \phi}_{S}= & \left(\alpha_{1}^{2}-K_{F}^{2}\right) A_{1} e^{\alpha_{1} x}+\left(\alpha_{2}^{2}-K_{F}^{2}\right) A_{2} e^{\alpha_{2} x}+\left(\alpha_{3}^{2}-K_{F}^{2}\right) A_{3} e^{\alpha_{3} x} \\
& +\left(\alpha_{4}^{2}-K_{F}^{2}\right) A_{4} e^{\alpha_{4} x} \tag{c.59a}
\end{align*}
$$

and similarly, for $\mathrm{x}>\mathrm{x}^{\prime}$,

$$
\begin{align*}
\hat{\theta}_{S}= & \left(\alpha_{1}^{2}-K_{F}^{2}\right) c_{1} e^{\alpha_{1} x}+\left(\alpha_{2}^{2}-K_{F}^{2}\right) c_{2} e^{\alpha_{2} x}+\left(\alpha_{3}^{2}-K_{F}^{2}\right) c_{3} e^{\alpha_{3} x} \\
& +\left(\alpha_{4}^{2}-K_{F}^{2}\right) C_{4} e^{\alpha_{4} x} \tag{c.59b}
\end{align*}
$$

As previously noted, the $U_{i}$ and $V_{i}$ differ from the $A_{i}$ and $C_{i}$ by only a multiplicative factor of $-H_{1}$. Thus, if $-\mathrm{H}_{1} \mathrm{~A}_{i}$ is substituted for $\mathrm{U}_{\mathrm{i}}$ in Equation C .58 a and $-\mathrm{H}_{1} \mathrm{C}_{i}$ is substituted for $V_{i}$ in Equation $C .58 b$, it is easily seen that Equations C. 58 and C. 59 are identical.

Thus, the formulation used in this study is completely equivalent to the solution of the related fourth-order differential equation.


[^0]:    ${ }^{1}$ Danofsky, R. A., Ames, Iowa. Results of reactor analysis. Private communication. 1969.

